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Abstract In this paper, we present a new method called Super-Function Based MT(SFBMT) to improve the GBMT.
We use a Super-Function(SF) in the translation engine to enhance the translation quality and to reduce the glossary
quantity. The Super-Function is a function that shows the correspondence between original language sentence patterns and
target language sentence patterns. We used TTB to store SF and to match SF with the input sentence. An experiment on

the Japanese-English-Chinese textbook has been simulated. The 61 SFs are acquired and the result shows that this method
is efficient.
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1 Introduction

Over the past decade, the number and diversity of
experimrnts in Rule-Based Machine Translation (RBMT),
Knowledge-Based Machine Translation(KBMT), Example-
Based Machine Translation (EBMT) have grown
significantly[1-9]. Most of these motheds are aimed at
building Automatic High-Quality Translation System
(AHQTS). For example, nobody would think that the
following A-groups are better than B-groups.

Original Sentence (Chinese): (C-1) Ta CHI jiaozi
(C-2) Ta CHI yuo

Target Sentence (English):
A-group: (E-1a) He eats Chinese dumpings
(E-2a) He eats medicine.
B-group: (E-1b) He eats Chinese dumpings
(E-2b) He takes medicine.

Target Sentence (Japanese):
A-group: J-1a) I3 F v F X2 A5,
22 RITEELERD,
B-group: (J-1b) i3 F v+ + X 2 A5,
(J-2a) THITEZ KT,

However, if youe goal is to just browse sets of
documents written in foreign languages using your mother
language, say in a Web, do you care that the "take
medicine” is changed to "eat medicine"? We think that
most users could rather that the system is fast,
inexpensive, easy to control and easy to update. This
means that we can't and don't neeed highly fluent
translations. Some researches have indicated that evaluate
Machine Translation effectiveness make the point that
theoretically and practically productive systems will reside
in applications that exploit the complementary strengths
ofthe machine and the human(5,13].

Recently, Zajac and Michelle described a Glossary-
Based MT Engine in a Multilingual Analyst's Workstation
Architecture[11,12]. The CRL Temple project has
developed an open multilingual architecture and software
support for rapid development of extensible Machine

Translation functionalities. Currently, the Temple
prototype provides automatic raw English translations
from documents in several languages (Spanish, Arabic,
Japanese and Russian). Translations are produced using a
Glossary-Based Machine Translation engine. Analysts and
translators can edit the raw translation using a
multilingual editor Source documents and their
translations are managed using the Tipster Document
Manager developed at CRL which is also used as the
architectural basis for integrating the system's
components. One important outcome of the Temple
project is the development of an architecture to support
reuse of NLP tools and resources: (a) Tools that are
acquired from an external source, such as morphological
analyzers, generators, or taggers, can be integrated in the
system with a minimum of programming effort. (b)
Heterogeneous linguistic resources are parsed and mapped
to a common multilingual representation. A Glossary-
Based Machine Translation (GBMT) engine which
provides an automatic translation for each language pair is
one of the major components of the Temple prototype.

GBMT is used to provide an English gloss of a foreign
document. A GBMT system uses a bilingual phrasal
dictionary (glossary) to produce a phrase-by-phrase
translation. Translation (based on phrase pattern matching)
is fast and accurate regarding the content of the document
and browsed documents can be translated almost in real-
time[11,12]. A GBMT system for a language pair is also
extremely simple, cheap and fast to be developed.
Moreover, all language resources used by the system are
entirely under the control of the user.

However, current implementations of the GBMT
system lack good translation accuracy and readability. For
example, because the order of words is not considered, X1
of X2 should be translated X2 of X1 for a Japanese
document. Moreover, although X1 22\ T (ABOUT
X1) has been taken in the bilingual glossary, if we need to
translation X2 {22\ T, the X2 (22T (ABOUT X2)
must be taken in the bilingual glossary.

In this paper, we present a new method called Super-
Function Based MT(SFBMT) to improve the GBMT. We
use a Super-Function in the translation engine to enhance
the translation quality and to reduce the size of the required




glossary. The Super-Function(SF) is a function that
shows the correspondence between original language
sentence (word, phrase, sentence, paragraph, text) patterns
and target language sentence (word, phrase, sentence,
paragraph, text) patterns. At the currently, we consider the
SF only for phrase and sentence.

2 Overview of GBMT

GBMT systes were first developed at Carnegie Mellon
University as a part of the Pangloss MT project[9,14-16].
In that effort, a sizeable Spanish-English glossary-based
MT system was implemented. The Temple project has
bulit upon this experience and extended the GBMT
approach to other languages: Japanese, Arabic, and
Russian.

The GBMT engine uses a bilingual glossary and a
bilingual dictionary to produce a translation of phrases in
a source text. The input to the engine is a flat tree
structure where the root represents the entire text, the
intermediate nodes are sentence nodes, and the leaves of
the tree are analyzed lexical tokens that also contain the
translation of each lexical token. The GBMT engine is
parametrized by a bilingual glossary. The bilingual
glossary is essentially a phrasal dictionary: a glossary
entry contains a source phrase pattern, a set of
corresponding target phrase patterns, and correspondences
between variables in the source and in the target patterns.

A GBMT system produces phrase-by-phrase translation of

the source text, falling back on a word-by-word translation
when no phrase from the glossary matches the input.
Thus, the size of the glossary and the flexibility of the
pattern language are crucial for the production of good
translations.
The GBMT engine processes source tree structures in

four steps[11]:

1. Glossary phrases are matched within sentence
sub-trees,

2. Target phrases pattern are added in the tree for
each source phrase match,

3. Morphological information is transferred from
source tokens to target tokens, and

4. Agreement binding information is generated

for each source phrase.

3 SF Definition

3.1 SF Definition

[Definition 1]

A Super-Function(SF) is a function that shows the
correspondence between original language sentence (word,
phrase, sentence, paragraph, text) patterns and target
language sentence (word, phrase, sentence, paragraph, text)

patterns.
[FORMAL DESCRIPTION]

[O_STRing] < <VARiable>+ <O_STRing>* >+
[O_STRing] :=> SF(T_STRing,VARiabl) 6))]

Notation: [ ] means optional(i.e.,0 or 1); + means 1 or
more; * means 0 or more; O means original language; T
means target language.
Here, STRing means a natural language (original language
or target language) character string; VAEiable could be a
word or, a phrase or, a sentence or, a paragragh. VAEiable
could be also a SF.

For discussion, we sometimes note SF (1) into (2) or
3.

SF_O(O_STRing,0_VARiable) :=>
SF_T(T_STRing,T_VARiabl) 2

f(X1,X2,......,.Xn) ©))
Here, Xi(i=1,..n) is a VARiable, n means the number of
variable of SF f.
Examples: (notation: C means Chinese, J means
Japanese, E means English.)
f1:<C_VARiable>:=><E_VARiable> “4)

ex. Lianheguo :=> the United Nations “)

£2:<C_VARiable> ming bu xuchuan ;=>



<E_VARiable> have a well-deserved reputation S)

ex. taming bu xuchuan :=>
he has a well-deserved reputation (6]

f3: <J_VARiable>DH7% 53 <J_VARiable>2
:=>  not only <E_VARiable>1 but <E_VARiable>2

©®
f4: <J_VARiable>lIEETH 5 =>
<E_VARiable> is important. ()
eX. EOALLTRIFZIEETH 5:=>
Not noly wealth but health is important. @

NOTE: We can see that SF. can be a complex function. In
other words, a variable in SF could be a SF. For example,
the variable of SF f4 could be a SF 3.
f5: WoZhengzaimouqiunimen <C_VARiable>1 yue
<C_VARiable>2 ri zai <C_VARiable>3
shangkandengzhaopin <C_VARiable>4 degongzuo :=> I
am looking for a position as <E_VARiable>4 which you
describe in your advertisement in <E_VARiable>3 of
<E_VARiable>1 <E_VARiable>2
@®

ex. Wo Zhengzai mouqiu nimen Syue 18ri zai

Guangming Daily shang kandengzhaopin
zhulimishudegongzuo :=> I am looking for a position as
an assistant secretary which you describe in your
advertisement in Guangming Daily of May 18.

®)

£6: <J_VARiable>1 E#) <J_VARiable>2 ¥ 2 2%

& <J_VARiable>3 ...... tr 3 U <J_VARiable>4 #E¥
<J_VARiable>5 Z# 3t <J_VARiable>6 :=>

<E_VARiable>1 Abstract <E_VARiable>2

Introduction <E_VARiable>3 ...... Conclusion

<E_VARiable>4 Acknowledgments <E_VARiable>5

Refremces <E_VARiable>6 ©®

f1 is the same as a bilingual dictionary, and f6 is
about whole text, so the SF, such as f1 and f6, will not be

discussed in this paper.

4 SFBMT Engines

This section describes the structure of a SF, how it is
mapped to the text and how the translation is

produced.

4.1 Example of SF

As a preliminary study, we examined a group of
scientific papers and abstracted the following SFs which
consist of combinations of the pattern sets A, B, C and D
(below). By using the SF (10) below we can translate
such sentences which are constructed of combinations of
phrases from these four groups. This also suggests how to

- find SF from corpus.

SF_E(X1,X2,X3,X4) = There is X1 information [X2] X3
of X4
:=> SF_C(X1,X2,X3,X4) ={X2] you guanyu X4 &
X3 de X1 baodao
=> SF_J(X1,X2,X3,X4) = [X2] Y4 ® Y3 IZBAL T
X1 f&E#HHH 5
(10)

A: There is some information
There is enough information
There is sufficient information
" There is a great deal of information

There is a lot of information
There is ample information

There is precise information

There is detailed information

There is reliable information

There is valuable information
B: (in literature)
(at present)

(nowadays)

C: about the use of




on the application of
concerning the observation of
regarding the fine structure of
bearing on the action of

D: atomic energy
mitochondria
new technology to printing and dying

4.2 The process of SFBMT

The SFBMT uses a bilingual dictionary and Super-
Functions to produce a translation of a source text. The
input sentence is frist subjected to morphological
analysis, then matched with the source sentence and a SF,
SFBMT produces sentence-by-sentence translation of the
source text, falling back on phrase-by-phrase and word-by-
word translation when no SF matches.

The process of SFBMT consists of three major parts.

(1) Morphological analysis

(2) SF matching

(3) Morphological tanslation

4.2.1 SF Matching

A SF is represented by a Node Table and an Edge Table.
Matching a SF is simply matching each node of NTB and
confirming each edge's kind. The node sometimes has
more than one value and sometimes can be specified. The
construction of NTB and ETB are described in Table 1 and
Table 2. NTB is. also called String TaBle(STB). ETB is
called Variable TaBle (VTB) too.

Table 1: Node Table

No. Language( Language
1 m
1
2
n

Table 2: Edge Table

No. | Kind |Location1] ...... L"C;""“
2
n

Language i in NTB is a string of language i; Kind in
ETB indicates the kind of variable. The location i in ETB
indicates the location relationship of language i.

We use the following SF(11) and SF(12) to explain
such node.

X1 HA X2 WO X3(V+TEIRU) :=>
X2 BE*X3(V+ing) X2 (11

The node BE” means that it can be matched with all
inflected form of verb be such as is, are.

X1 NI X2 GAIRU | ARUA :=>
There BE® X2 ON* X1 (12)

Here, the symbol | represents enumeration and *
represents all inflected form. It means that the node "GA
IRU | ARU*" can be matched by (1) GA IRU, (2) GA
IMAU, (3) GA ARU and (4) GA ARIMASU.

The * indecates that the string before * may not be
right according context. For example, translation (13) is
right butbtranslation (14) is wrong, and the right word is
under.

There is a book ON the shelf. (13)
There is a dog ON (under) the tree. (14)

The TTB are sorted according as SF string, so the SF
matching is very fast.

4.2.2 Morphological Agreement
Morphological translation is done by tables describing
correspondence between categories and sets of features and



values in the source language and in the target language.
Each category and each morphological feature of a word in
the source language is mapped to a catagory and a set of
features in the target language[12].

In Chinese there is no change of verb for person and
number. For example, for verb BE” of a SF, is's agree
with the subject to generate IS or ARE. ‘

4.2.3 Dispose of Unknown Words

Usually, we suggest an unknow word as noun to match
a SF, and generate a target language translation using the
string of nuknow source language word. However, for a
specific language, we can make some rules to decide if an
unknow word is a verb or a noun. For example, in
Japanese, if an unknow word locates before a case particle,
then the unknow word is considered a noun; if a unknow
word locates after the case particle "WO", then the
unknow word is considered a verb.

5 Experiment

The SFBMT system has not been completed so far.
However, we have done the simulational experiment on a
Japanese-English-Chinese text whose title is in "Japanese
in thirty hours".The SFs are semi-automatically acquired.
We first got 89 SFs from the 50 chapters of this book,
then we compiled the 89 SFs into 55 SFs. In additional,
we added 6 RSFs. So finally, the SFs used to the
experiment was 61. The following show some SFs we
got from the textbook.

<26-J> X1 (P1) GA X2 WO X3(V+MASYOU).

<26-E> Let X1(Obj) X3 X2.
Ex.
Japanese: WATASITACHI GA HAKO WO

AKEMASYOU.
English: Let us open the box.

The following is the dictionary information for the
sentence.
WTASITACHI{ }:=>we {pronoun, frist-person;
object_form->us;possessive_form->our;...}

HAKO{ }:=>box{common_pnoun, container; +s;...... }
AKERUY{ }:=>1/2:0pen{verb-i; +s,+ed,+ed,+ing;

Here,P1 indicstes the variable X1 ought be a frist person
pronoun, and Obj means object form of a pronoun.

<28-J> X1 (-P1) GA X2 WO X3(V+MASYOU).
<28-E> X1 will X3 X2.

Ex.

Japanese: KARE GA HAKO WO AKEMASYOU.
English: He will open the box.

Here, -P indicates the variable X1 is not a frist person
pronoun.

We can see form the SF<26> and SF<28> that the
sentences "Let" and "Will" can be well translated by using
the variable's features.

<39-J> X1 [NO NAKA]DE X2 GA ICHIBAN X3(a).
<39-E> IN X1 X2 BE" X3(a+est).

Ex.

Japanese: KONOHEYA NO NAKADE WATASI GA
ICHIBAN OOKIIDESU.

English: In this room I am the biggest.

<40-J> X1 HA X2 YORI X3(a).

<40-E> X1 BE” X3(a+er) than X2.

Ex.

Japanese: KARE HA WATASI YORI OOKIIDESU.
English: He is bigger than I.

Here, the "a+est" and "a+er" represent the superlative
degree of a adjective and degrees of comparison of a

adjective, respectively.

<41-J> X1 GA X2 (VIV+TA) X3 HA ......
<41-E> (the) X3 which X1 X2 BE~.......

The apostrophe”....... " represents any pattern, and that
before the apostrophe just is considered as one element
when matching the remained parts of the sentence.




Ex.
Japanese: WATASI GA MIMASITA UCHI HA TAIHEN
YOI UVHIDESU.
English: The house which I looked at was a very good
house.

In the example, overline represents the apostrophe
parts.

<42-J> X1 HA X2 GA X3(VIV+TA) X4 DESUA

<42-E> X1 BE* X4 which X2 X3(VIV+P).

Ex.

Japanese: KORE HA WATASI GA KAKIMASITA
TEGAMI DESU.

English: This is a letter which I wrote.

Using such SFs, we can got not very fluency but
usually good translation.

6 Conclusions and Future Works

In this paper, we intrduced the outline of SFBMT
project which would used to improve the GBMT. We use a
Super-Function in the translation engine to enhance the
translation quality and to reduce the glossary quantity. We
have definited the SF and dicided the format of SE. We
used TTB to store SF and to match SF with the input
sentence. A experiment on the Japanese-English-Chinese
textbook has been simulated. The 61 SFs are acquired and
the result shows that this method is efficient, at least for
the text book.

The advantages of SFBMT are clear:

(1) By introduving the SF variables, the glossary
quantities will be reduced.

(2) By the SF, the translation quality will be improved,
such as word order, conventional expressions

(3) Because the detail syntactic analyzing and semantic
analyzing didn't be used, the translation speed is very
quick.

It is easy to extend to any specific domain, as add the
SF of specific domain.

SFBMT does not provide a function to deal with such
as particle "the, a" and "in, on", because we don't think it

is a very big problem in browsing documents in mother
language.
The future work is:

(1) To automatically acquire SF from corpus.

(2) To use a Finite State Technique in matching
between the SF and a sentence.

(3) To apply the SFBMT into Web.
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Appendix 1: Tool for MaKing SF(MKSF)
we describe a tool for making SF here. The function of
MKSEF is described as following.

OL: MRk xxx  RRER xxx XKXK.. CRRRE
X1 X2 Xi

TL: Rk xxyx  RRRRR xxx | XXX...  KFREERE
Y1 Y2 Yj

***: string of original language or target language.
XXX: a variable
Xi(i=1,2...n): original language variable

Yj(j=1,2...n): target languag variable

When the above sentence(s) is decided to make a SF,
and we suppose that the order of the target languag
variables which correspond with original language

variables X1,X2,...is Yj(->X1),Y1(->X2),Y2(->X2), then:

Step 1: call the sentence(s) (OL and TL)
Step 2: using a mouse to touch X1,X2,Xi

in proper order
RETURN
Step 3: using a mouse to touch Yj,Y1,Y2
successively
RETURN
For example:
English: There is detailed information nowadays
X1 X2
regarding the fine structure of mitochondria.
X3 X4
Japanese: BEQLZIA I +aVFYT7 O
Y2 Y4
EREL#ECELT LY FHEIH2
Y3 Y1
Chinese:  IRfE AR K B BEHE 0
z2 Z4 Z3
EEM HoE
Z1

We noly need to touch X1,X2,X3,X4,RETURN,
Y1,Y2,Y3,Y4RETURN, [and Z1,22,73,74]
successively to make such a SF. Namely, The NT and ET
could be auto-made by above operation using the MKSFE.



