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Abstract

Document Clustering is an issue of measuring similarity between documents and grouping similar
documents together. Information Retrieval is an issue of comparing query with a collection of
documents to locate a set of documents relevant to a particular query. In the vector space IR model, a
query is treated as a document consists of a few terms. Therefore, in both clustering and retrieval we
necessatily address issues involving representation of documents and computation of similarities

between a set of documents.

In the vector space IR model, term-document matrix is computed from a collection of documents
using certain weighting scheme. Latent Semantic Indexing, an efficient vector space retrieval approach,
uses Singular Value Decomposition technique to reduce the rank of the original term-document matrix.
Theoretically, SVD, a dimensionality reduction technique, performs a term-to-concept mapping, and

therefore, conceptual indexing and retrieval is made possible.

In this paper, we discussed clustering of documents by calculating pair-wise similarity between
documents using the original term-document matrix and the decomposed term-document matrix. We also

réported an evaluation method based on the clustering hypothesis and analyzed the clustering results.
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documents in a collection by grouping similar

1Introduction and relevant documents together [1]. Thus,

Information seeking in  the electronic

can be

with

environment better addressed by

providing  users supports for both
navigaton and  retdeval. Clustering provides

efficient representation and visualization of the

clustering offers better navigational aid by
representing documents under a logical structure.

Document retrieval through cluster search is
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proved to be an efficient way of ~retreving

information, too [2] [3]. Typical information



retrieval is based on query, and without knowing
the underlying structures and contents of a
document collection, users often fail to formulate

effective query [4] [5].

Information Retrieval (IR) task involves issues
of comparing queries with a collection of
documents to locate a set of documents relevant
to a particular query. In most cases, a query is
treated as a small document consists of a few terms,
and the similarities between the query vectors
and the document vectors are compared to find
relevant documents. That is, a query vector is
virtually equivalent to a document vector [2]. On
the other hand, document clustering is an issue
of measuring similarity between documents of a
collection and grouping the similar documents
together. Therefore, both clustering and retrieval
addresses similar technical issues. Leveraging
representation, navigation and retrieval issues in a
similar framework can provide the best user-
seeking in the

interface for information

electronic environment [5].

In this paper, we addressed clustering of a

document collection using inter-document
similarities derived from the term-document
matrix. Term-document matrix is commonly
used in vector space IR model. We clustered
document using the pair-wise similarity between
documents obtained from the origina/ term-
document matrix (i.e., before the singular value
decomposition) and the decomposed term-
document matrix (ie., after the singular value
decomposition). Finally, we made a comparative
analysis of the clustering results achieved from

these two different ways of clustering,

In the next section, we begin with a brief
analysis of the Latent Semantic Indexing (LSI)
based IR technique which uses Singular Value
Decomposition (SVD) to achieve enhanced
retrieval petformance over other traditional
vector space techniques [6]. That is to explain our
motivation and to justify the basis of our present
research. In the sﬁbsequent sections, we will
discuss the clustering experiment setup and
analyze results: We will finish with a concluding
section, which also includes pointers to the future

research.

2 Analysis of LSI

We present here, a rigorous description of the
mathematical details of LSI, but skip the
principles underlying the development of LSI,
and the existence and uniqueness of the SVD for

brevity. Please refer to [6] for details.

The key innovation of the LSI is to use SVD to
decompose the original term-document matrix of
the vector space model and to retain only &
largest singular values from the singular value
matrix, S, (see Figure 1). From the complete
collection of documents, a term-document
matrix is computed in which each entry consists
of a weight corresponding to a specific term in a
specific document. The SVD of this term-
document matrix is then computed and small
singular values are eliminated from the singular
value matrix. The resulting singular vector and
smgular value matrices are used to map term-
based vectors for documents and queries into a
subspace in which semantic relationships from
the term-document matrix are preserved while

term usage variations are suppressed.
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Figure 1: Singular Value Decomposition- Y-is the approximated X

For information retreval putpose, documents
can be ranked (retreved) in order of decreasing
similarity to a query by computing normalized
inner products (cosine similarity) on the term-
based vectors (before SVD and elimination) as
well as the concept-based vectors (after the SVD
and elimination). Similarly, by computing the
pair-wise similarities between documents using
the original term-document matrix as well as the
reduced rank term-document matrix, we can also
petform term-based clustering and conceptual

clustering, respectively.
2.1 Components of SVD

The term-document matrix, X has 7 rows (one
for each term that appears in the selected set of
documents) and 4 columns (one for each
document in the set). The SVD, X = T, S, D,*
results in a 7 x » matrix, T, the orthonormal
columns of which are called left singular vectors,
an 7 x m diagonal matrix, §, of positive "singular
values" sorted in decreasing order, and an m x 4
matrix, D, the orti'xonormal columns of which
are called right singular vectors. The value  is
the rank of the matrix, X. Figure 1, depicts the
SVD of X. With the T, Sy, and D, matrices, X

can be reconstructed precisely The key

innovation in LSI is to retain only the & largest
singular values in the S, matrix and set the others
to zero. The value of £ is a design parameter -

small values are typically chosen.

After the decomposition, the on'ginal matrix,
X is approximated by Y = T S D7, where Tisa ¢
x k& matrix with orthonormal columns, S is a
positive definite & x £ diagonal matrix, and D is a

d x k& matrix with orthonormal columns. (cf
Figure 1)
2.2 Document & Term Matching

The effectiveness of LSI depends on the ability
of the SVD to extract key features from the term
weights across a sét of documents. In order to
undesstand this behavior it is first necessary to
develop an operational interpretation of the
three matrices which make up the SVD. In the
original vector spwace representation, X* X is a dx
d symmetric matrix of inner products between
document vectors, where each document is
represented by a vector of term weights. This
matrix is perfectly useful for cluster analysis of a
collection of documents. Each column of the
matrix, XT X is a set of inner products between
the document vector in  the coxresponding

column of the matrix, X and every document in



the collection. The cosine similarity measure for

documents 7 and j can be computed as follows:

SIM i) = ¥y / () - (€x)) ()

For clustering, the above similarity function

(Equation 1) can be used for both matrices, X' X
(before SVD) and Y' Y (after SVD and
elimination) to compute similarity matrix to

cluster documents in a collection

For IR, we can view the X' matrix as a linear
funcon from a column vector Xq which
describes a single document to a column vector
of inner products that can be used to compute
cosine similarity measures. Expanding the X"
matrix using the SVD, we get X' X q = D, S, T,*
Xq. It is useful to consider this as the
composition of the linear functions defined by
D,S,”* and S,”* T,". Consider first, S,*T," Xq.
This operation projects the query vector into the
m-dimensional space spanned by the left singular
vectors. Essentially, the T,” matrix projects a
document vector from the rdimensional
"document vector space” to an m-dimensional
"document feature space”. Because every singular
value is positive, S,” is a real d.iégonal matrix.
Therefore, the Sy matrix re-scales the document
vector within this document feature space by
scaling each feature individually. Viewed together,
the m x ¢ matrix, S¢* T, is a projection from the
document vector space to the document feature
space which incorporates the idea that some
features are more important than others when
evaluating' document similarity Once the
document featute vector is available, the d x m
matrix, D, Sy can be used to compute the inner

products that we seek. It does so by computing

the inner product between the m-dimensional,
$,%T," Xq vector in document feature space and
each row of Dy Sy The rows of D, §,” can
thus be interpreted as document vectors which
have been projected into the document feature
space and re-scaled in the same way as Xq. This
is how document matching is carried done on the

decomposed space.

The only change introduced by LSI is the
elimination of small singular values from S This
leads us to a conclusion that the features
associated with small sin, -values  are
practically irrelevant when computing document
similarities, and that their inclusion would reduce
the accuracy of the relevance judgments. The
features which are retained are those which have
the greatest influence on the position of the
document vector in m-space. Deerwester et al.
suggest that this choice captures the undetlying
semantic structure (ie., the concepts) in the
term-document matrix while rejecting the "noise”
that results from term usage variations [6]. In
other words, the elimination of the small singular

values reduces the document feature space into 2

"document concept space".

Removing these small singular values reduces
the original matrix, X into Y = T 'S D”. In LSI
retrieval, we compute the inner product vector
for a document as Y’ Xq = D S 'I7 Xq, on this
new reduced space. Since $”I7 has a nontrivial
null-space while DS" does not, it is through the
S”TT matrix that LSI seeks to supptess the effect
of term usage variations by reducing the rank of
the Y matrix from » (for X) to 4. This is done by
ignoring the vector components described by the

left singular vectors in T, that were associated



with the smaller singular values in S

This analysis motivates the description of
S™T7 as a linear function from a vector of terms
to a vector of concepts, and each row of DS* as
a vector of concepts associated with the
corresponding document in the collection. That a
cosine similarity measure computed using the
inner product of concept vectors is more reliable
than the one based on the original document
vectors is the central tenant of LSI. Therefore,
we can treat a natural language query as if it were
a document and compute the vector of
normalized inner products between the query
and every document in the collection. The closest
documents could be presented to the user. Of
course, the query might contain concepts which
are pot preserved by LSI on the existing
document collection, so the alignment of the
concept space may #noz be well-suited to a
particular query. However, about clustering, since
no, query is involved, such problem does not
exists. Clustering after SVD get benifitted from
this [7].

Matrix Row Column

Term Concept
Vector

TS Term Vector Space
Basis Vector

DS” Document Concept  Doc.Vector Space

Vector Basis Vector

Table 1: SVD: row and column interpretation

2.3 The Concept Space

Table 1, summarizes the interpretation of the
rows and columns of DS” and TS”. The matrix,
TS” in Table 1, is the transpose of S™T7T.

Considering term as a2 document consists of onfy

one term, it turns out that the document and
term spaces are identical. Every document vector
is simply a sum of such single-term document
vectors and since S*T7 is a linear operator. So
every document concept vector is a linear
combination of the term vectors for each term in
the document. Furthermore, the document
concept vector specifies the coefficient applied to
each term vector in this linear combination. In
other words, the term and document concept
spaces ate identical, and documents are placed at
the centroid of the positions of the terms in
those documents. Detail discussion about the

conceptual space can be found i [7].

3 Clustering

A cluster generation procedure operates on
vectors or points of a rdimensional space, where
t is the number of terms (or concepts) indexed.
Each document is reptesented as a vector in
terms of the indexed terms (or concepts) and
their  cortespoding = weights  (importance).
Indexing can be carried out either manually or
automatically. Comparison performed by several
researchers show that simple automatic indexing

methods perform at least as well as manual

methods in the laboratory environment [8].

An automatic indexing procedute usually
involves the following steps ([8], p- 117, 144-145):
- Removing the function words
- Stemming the prefix and suffix, and
- Mapping words to a concept class using
e.g;, a synonym dictionary.
In this way, a #dimensional vector represents
each document, where # is a number of

permissible index terms (concepts). Presence and



absence of a term (for binary document vector)
or importance of a term (eg, tfidf based
document vector) is thus reflected into the vector.
Several weighting functions have been proposed.
However, weighting = functions with the
combination of local and global weights are
usually preferred. For example, tfidf or log-
entropy based weighting scheme discussed in [9].
They include local and global weighting of the

following form.
=L@ xG@ @

In our experiment, we used tfidf weighting
scheme. SVD is applied on the original tfidf
weighted term-document matrix, and only top
few singular values are retained. The original
therefore

term-document  matrix, X is

approximated as Y.

The pair-wise similarity, SIM(L,j) is calculated
from the matrix X"X and Y'Y according to the
Equation 1. Hierarchical agglomerative clustering
algorithm [10] is applied using these similarity
values. An approprate threshold is chosen and
two documents with a similarity measure .that
exceeds the threshold are assumed to .be

connected with an edge.

A disadvantage of the above method is that it
empirically  decided
threshold on the similarity measure. This

requires constant: A
constant greatly affects the final clustering and
therefore might impose a structure on the given
data, instead of detecting any existing structure.
Agglomerative Coefficient (AC, [11]) 1s a quality
index of an agglomerative clustering of the data.
For each objgct, 7, d(z) is its dissimilarity to the
fust cluster it is merged with, divided by the

dissimilarity of the merger in the last step of the
algorithm. The agglomerative coefficient is then
defined as the average of all 1- 4(3) for all objects.
Thréshc;ld is tuned when 2 lower AC is obtained
at the end of the clustering or when the clusters
failed to absorb underlying document structure.
After clustering, the documents are displayed as a
tree (dendrogram) and clusters are labeled before

proceeding to the evaluation phase.

4 Experiment Setup & Evaluation

For experiment and evaluation, we used the
MED collection from Cornell SMART archive,
ftp://ftp.cs.cornell.edu/pub/smart/. MED
collection consists. of 1,033 medical abstracts
which include 5,831 unique terms. Please note
that no synonym dictionary is used and therefore,
no concept mapping is done to select these 5,831
terms for indexing However, we removed the

function words and stemmed the terms.

We computed the term-document matrix, X
using tfidf weighting scheme. Singular value
decomposition of the term-document matrix is
also done and only top 30 singular values' are
retained to compute the reduced rank
approximated matrix, Y. We assume that Y
retains conceptual structures, therefore, no
synonym mapping was skipped in the eatlier

stage.

Hierarchical agglomerative clustering [10, p.
238-243] is used to cluster documents collection
using the similarity measures, SIM(i,j) (cf.
Equation 1) obtained from matrices X'X and
Y'Y, respectively- that is, before and after the

' As mentioned earlier, selection of k is arbitrary.



SVD. For both cases, clusters are decided and

labeled before proceeding to evaluation process.

4.1 Cluster Evaluation

MED collection includes a query-relevance
database of 30 natural language queties and their
corresponding relevant documents (judged by
ﬁumzn) in the form of <Qid, Did> pairs. Our
clustering evaluation criterion is based on so-
called clustering hypothesis - closely associated
documents tend to be relevant to the same query.
In another word, in the predetermined clusters,
we verified whether or not documents relevant to
a particular query appeared in the same (or at
least, neatby) clusters. Table 2, summarizes the
results. Results ate based on the available query-

relevance dataset of 30 queries.

Before SVD After SVD

Total
Query
=30

Appears
in the

same

Appears
in the
same

Neasby
cluster,

Nearby
cluster,

cluster Win =3 | (uster Win =3

documents

All

for a

particular
query,
Recall = 1.0

12

19

18

24

At least
half of the
televant
documents
fora
particular
query,

Recall = 0.5

21

26

24

28

Table 2: Clustering Results - Before and After SVD

In Table 2, window size = 3, means that a block

of 3 adjacent clusters in the hierarchy are

considered as nearby clusters.

We observed that clustering result is better
when we used the cmeptual similarity (calculated
from the decomposed Y'Y) in compared with
the term similarity (from original term-document
matrix, X'X). That led us to further investigate
the clustering results. We noticed that before
SVD, the relevant documents with varying term
usage failed to appear together. However, for the
later case (after SVD), documents with varying

term usage are sometimes grouped together.

Please note here that the "recall'; defined in
Table 2, is not directly relevant to the "recall"
defined in IR. Moreover, the total number of
relevant documents for the 30 queries does not
add up to 1,033. In query-relevance dataset, the
average number of documents per query is 20
We also noticed that fallouts are mostly for those

queries which are relevant to many documents.

5 Conclusion and Further Work

The MED collection is a small collection of

short and homogeneous medical abstracts.
Serious conclusion based on these experimental
tesults obtained so far with the small collection
of documents could be rsky and skeptical
However, with' the proven theoretical basis of
LSI and the initial experimental results we
achieved in our experiment, we are enthusiastic

to carry on further experiments with bigger

collection of full-length documents.

Hierarchical clustering is not a good choice to
cluster hqge number of documents due to its
high computational cost. Applying iterative
clustering (e.g, k-mean algorithm) first, to obtain



‘a reasonable number of clusters is feasible. Later,
logical structure of those clusters can be
computed using hierarchical clustering algorithms.
Obviously, clusters and documents organized in
hierarchies (e.g., tree) facilitate better navigational
aid to the user. Our objective is to provide users
with a better user-interface for information
secking in the electronic environment by

leveraging representation, navigation and retrieval

in a similar framework.

Clustering full-length documents (unlike short-

abstracts) offers further opportunity of
incorporating extra information to produce
better clusters, too. For example, incorporating
citation information to cluster a collection
research papers is highly effective. Relevance
feedback can also be accompanied in clustering

[12].

Binary weighting scheme sometimes performs as
good as other complicated weighting scheme [13].
For huge collecion of document, binary
weighting scheme can also be tested to offset the
high computational cost involves in the later
clustering phase. The #df part of the #idf is
mostly to balance between short queries and long

documents.
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