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Abstract: This paper describes an annotation guideline for a temporal relation tagged corpus. Our
goal is to construct a machine learnable model that automatically analyzes temporal events and rela-
tions between events. Since analyzing all combinations of events is inefficient, we examine use of
dependency structure analysis to efficiently recognize meaningful temporal relations. We survey a
small tagged data set to investigate the coverage of our method. Although the coverage of our meth-
ods is about 49%, we find that the dependency structure appears useful for reducing manual efforts in

constructing a tagged corpus with temporal relations.

1. Introduction

Extracting the temporal information in articles
is useful technique for many NLP applications
such as question-answering, text summarization,
machine translations and so on. The temporal
information includes three parts: 1. temporal ex-
pressions, which describe time or period in the
real world; 2. events, which are situations that
occur or happen, punctual or lasting for a period
of time; 3. temporal relative relations, which de-
scribe the relative relation between an event and
a temporal expression, or between two events.

There are many researches dealt with the tem-
poral expressions and events. Extracting tempo-
ral expressions is a subtask of NER and widely
studied in many languages. Normalizing the tem-
poral expressions is also investigated in evalua-
tion workshop. Event semantics are also
investigated in linguistics and Al fields. However,
researches on temporal relation extraction are
still limited. The temporal relation extraction

includes the following issues: identifying events,
anchoring an event in time, ordering events and
reasoning with contextually underspecified tem-
poral expressions. TimeBank [Pustejovsky 06]
can be used for developing machine learning ap-
proaches to automatically extract and recognize
the temporal relation in English. There is no
publicly available resource for the temporal in-
formation processing in Chinese. We aim to ef:
ficiently construct a temporal relation tagged
corpus of Chinese for developing a temporal rela-
tion analyzer.

This paper presents how efficiently construct
temporal relation tagged corpus of Chinese. First
we describe a guideline of corpus annotation.
Our annotation guideline is based on TimeML
[Sauri 05] which is originally for English texts.
Second, we propose use of dependency structure,
which reduces manual efforts. The dependency
structure helps to detect subordinate structures of
the sentence. Third, we investigate distribution
of the temporal relation in Chinese news texts.
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Temporal relation includes the anchoring relation
from an event to a temporal expression, and the
ordering relation between two events. We focus
on the ordering relations in this article.

2. TimeML: an annoctation guideline

TimeBank is a temporal information tagged
corpus that includes full temporal information.

The corpus is annotated by the TimeML standard.

Table 1 lists the definition of the tags. “EVENT”,
“TIMEX3” and “SIGNAL” tags in TimeML
mark up the temporal entities such as events and
temporal expressions. Link tags annotate the
temporal relations between entities. The defini-
tions of temporal relations with the tag “TLINK”
are based on Allen’s [Allen 83] temporal rela-
tions. The tag “SLINK” and “ALINK” annotate
the relations between a main event and its subor-
dinate event. Whereas the tag “ALINK” de-
scribes an aspectual relation, the tag “SLINK”
describes a subordinate relation without explicit
aspectual meaning.

We refer to the TimeML languages to define
our standard of Chinese temporal relation tagged
corpus. TimeBank include all possible relations
between an event and a temporal expression or
between two events, but we only consider the
relations between two events. TimeBank is
tagged manually and extracted all information
that can be understood in the English articles. We
wanted to construct a Chinese temporal relation
tagged corpus similar to English TimeBank but it
will base on dependency structure for reducing
efforts.

3. The temporal relation annotation based
on dependency structure

We only annotate the temporal relation be-
tween events by verbs. When an article includes
n events, we need to annotate nC2 event pairs. It
is less certain that a long distance event pair has a
temporal relation because most long distance
event pairs have no direct relation. Annotating all
event pairs is inefficient; therefore we want to
use less human effort to extract more meaningful
relations. Thus, we annotate the following event

pairs: 1. adjacent event pairs in the document, 2.
the head-modifier event pairs in a dependency
structure, 3. the sibling event pairs in a depend-
ency structure. After extracting the temporal rela-
tions from the dependency structure, we adopt
transitive rules to extend the relations.

3.1 Data analysis of TimeBank

TimeBank 1.2 contains 183 articles with just
over 61,000 non-punctuation tokens. We investi-
gate the distribution of temporal tags as shown in
Table 1. TimeBank includes 9615 links (TLINK,
SLINK, and ALINK). Of them, 4053 links are
the relation between adjacent entity pairs’. Ac-
cording to the distribution, if we are able to rec-
ognize more adjacent relations correctly, we
expect that the adjacent relations are extended by
transitive rules cover more than 50% of the total
relations in the corpus. To recognize the adjacent
links of events, we only annotate all event pairs
that are adjacent (the adjacent pair means the fo-
cus event and its linearly preceding event).

Additionally, we can find that about 50% of
the adjacent links is SLINK. The tag “SLINK”
means a subordinate relation between events but
not a temporal relation. This observation gives us
the idea that to recognize SLINKSs is an important
task for extracting adjacent relations.

3.2 Adjacent event pairs in Chinese article

An example phrase “/% L3RI B 52 HE
KR HEIF (To stop providing funds that
were prepared by financial bond, and to prose-
cute...) in Fig. 1 has four events: “{& 1k (stop)”,
“$kft (provide)”, “&HE (preparey’ and “#2iF
(prosecute)”. The temporal order of these events
is shown in the lower part of Fig. 1. We can get
six meaningful temporal relations from this ex-

ample, and the relations are listed in Fig. 1.
The linear adjacent pairs of these events are

(1% 1L-3R A, $2H-Z2HE, Z2HE-#215), and we can
extract the temporal relation of these events and
extend the relations using transitive rules. How-
ever, the relation of adjacent event pair “22HE-#&2
157 is not useful information for readers because
the event “&HE (prepare)” is a subordinate event
of the event “$%fF(provide).” The temporal rela-
tion between events “f& 1k (stop)” and “#2 i
(prosecute)” is more useful than the relation be-
tween events “Z& HE (prepare)” and “ 2 if
(prosecute)” because events “f£ 1L (stop)” and
“#2IF (prosecute)” are coordinate events. It

MAKEINS
Tags |EVENT |00 TIMEX3 |SIGNAL
Number 7935 7940 1414 688
djacent head-
All links fl nllfsc modifier
links
Tlink 6418 1757 1186
Slink 2932 2129 2174
Alink 265 167 157
Total 9615 4053 3517

Table 1: Distribution of tags in TimeBank

1 http://www.ldc.upenn.edu/
2 The tag “TLINK” includes the temporal relations between document time and other
temporal entities in an article, and includes the temporal relations between two matrix verb

events of different sentences.
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BE BH O ME BE R R we % BR
{stop){provide){financial}(bond}(prepare} (of) (fund)(and)(prosecute)

(Zo stop providing funds that were prepared by financial bond. and tof

+ } t —
g —— B t%mj

FAT3
Temporal { % 313 before}, (% H:, B 1k before}, { L4 A1 before},
relations:  {IR14,BE1L before}, (14,4215 before}, {# 1L 2% simultancous},

NOTE: atriple {4 B C} means that there is a relation C between the focus
event 4 and related event B.

Time Line:

Fig. 1: an example sentence with the temporal order

of events
should be noted that the subordinate relations do
not include temporal relation in TimeML. How-
ever, our empirical observation finds that many
subordinate event pairs can include temporal re-
lations, such as the two events “ZHE (prepare)”
and “}&ft (provide)”. Our criteria require anno-
tators to recognize the temporal relation of sub-
ordinate event pairs as much as they can.

In this example, a native annotator can under-
stand the temporal relation between “ZHE (pre-
pare)” and “HEIF (prosecute)” is “before’”.
However, many event pairs are similar to this

example do not have an explicit temporal relation.

Either in this case, the cognitive process by
which the native reader understands the relation
of the event pair “&HE (prepare)” and “&if
(prosecute)” is as follows. First, the event “Z2HE
(prepare)” occurs before the event “$fF (pro-
vide)”, and the event “32fJ (provide)” occurs
before the event “f% 1L (stop)”. Second, the two
events “f% Ik (stop)” and “#Zif (prosecute)” are
coordinated and occur at the same time. There-
fore, the event “ZHE (prepare)” should occur
before the event “FLif (prosecute)”. To analyze
this kind of event pairs (“ZHE (prepare)” and
“E2iff (prosecute)”), we should consider not only
the adjacent observation of events but also the
syntactic structure of a sentence to acquire the
correct temporal information.

3.3 The head-modifier and sibling event pair on
dependency structure

The reason that we adopt the dependency
structure to extract the temporal relation is that
the dependency structure can describe the head-
modifier relation between words. We define the
verbs as the events and we only focus on the rela-
tion between verbs in a dependency structure.
The dependency structure of the example sen-
tence in Fig. 1 is illustrated in Fig. 2, the upper
arrows on words point to their head word.

* All temporal relations are in Fig. 4.

(To stop providing funds that were prepared by financial bond, and to
prosecute ...)

MEB % &2H W BE HOERF

Bl B/ _ .
{stop){provide){financial)(bond)(prepare) (of) (fund)(and)(prosecute)
VV.i.VN... NN NN ¢ DEC NN CC:
Adjacent event I #"AF = AR
pairs: (St‘313)<::>(provide)cz9 (prepare) = {prosecute)
A'A% \'A% vv Vv
Dependency =1k
structure: (stop) (prosecute)
v W?{l Vv
oy xH
(prepare)
\'A%

Temporal relations of (RHE BRI RAGRen)}, (B1F,%H, RAGf),
Adjacent event pairs (RA) :  (#k 4,81k, RA(before)}

T I relations of Head-
moditer cvent pair (RITy. . (FEH B RHaften)), (44 81L, Ril(bofore)}
Temporal relations of
Sibling event pair (RS):
Extend event relations by
using transitive rules (RTR): {1k, %3 RTR(after)}, {14,881, RTR (before)}

{#& 1L #21F RS(simultaneous)}

Fig. 2: an example sentence with dependency struc-

ture

According to our empirical observation in the
Penn Chinese Treebank, most sentences include
more than one verb. Many of the verbs modify
another verb in a dependency structure and can
be regarded as subordinate events. Therefore, to
annotate the temporal relation of these head-
modifier event pairs is just as important as of the
adjacent pairs.

The punctuation “,” usually be used in the se-
mantic ending of a sentence in Chinese. To dis-
tinguish the meaning of the punctuation mark «,”
is difficult. The average length of sentences in
the Penn Chinese Treebank is 27 words. There-
fore a sentence in treebank could include several
clauses which denote independent events. Al-
though the definition of a Chinese “sentence” is
ambiguous, we recognize that a sentence is ended
by the punctuation “; ” (a full stop). For extract-
ing the temporal relations of the event pairs be-
tween different clauses in a similar sentence, it is
necessary to analyze the relations of sibling event
pairs.

In the example sentence, the event “ZHE (pre-
pare)” modified the event “}%fF (provide)”, and
the event “$%f% (provide)” modified the event
“{% Ik (stop)”. We can determine these head-
modifier event pairs as subordinate relations. For
the event “#2iF (prosecute)”, the most important
information is the relation between the event pair
“4F 1k (stop)” and “FLiF (prosecute)” because
this event pair is a coordinated event pair. We
define the event pair that shares a head event as a
sibling event pair. The coordinated event pair “/5
1k (stop)” and “#iff (prosecute)” is defined as a
sibling event pair.



w/o
RA+R RH+R o
H+RS RA S transitive
rules
Relations of Adjacent
event pair (RA) 772|772 0 772
Relations of Head-
modifier event pair (RH) 644 0| o644 644
Relations of Sibling event
pair (RS) 215 0| 215 215
Totall extracted event 1151] 7721 859 1151
relations

Extend event relations by

using transitive rules 3605| 2071 2755 1151
All event combinations 5164 5164| 5164 5164
CORRECT relations 2543 | 1404| 2046 944
Precision 0.705| 0.677} 0.74 0.820
Recall 0.492] 0.271| 0.396 0.182

Table 2: Results of the preliminary survey

In our corpus, we annotate the temporal rela-
tion of all head-modifier event pairs and the sib-
ling events according to the dependency structure
of the sentence except the adjacent event pairs,
and annotate the subordinate relation of the head-
modifier event pairs (if it is subordinate pair).
After annotating these relation tags, we use tran-
sitive rules to extend the temporal relations.

The below of Fig. 2 describes the tagging
process of our method. After extracting the tem-
poral relations of adjacent event pairs, head-
modifier event pairs and sibling event pairs, us-
ing transitive rules can acquire new relations
“{f& Ik, %Pk, RTR(after)}, {3k 1}, & iF,
RTR(before)}.” We do not need analyze all pos-
sible event pairs and can acquire many useful
temporal relations by our method.

4. Coverage of the limited links

Before we annotate the corpus, we should
evaluate the coverage of our supposed criteria.
We investigate a small corpus to observe the per-
formance of our criteria. For n events in an arti-
cle, there are »C2 relations that should be
considered. We can compare the relations of all
pairs of events and the relations extracted by our
criteria to observe the coverage of our criteria.
However, it is difficult to annotate the temporal
relations of all event pairs. We select 30 articles
and only use the first two paragraphs of each ar-
ticle to make our survey data. The small corpus
includes 429 events and 3092 tokens.

We annotate the small corpus manually both
by extracting all event pairs and by using our cri-
teria. After annotating by our criteria, we use
simple transitive rules to extend the relations. For
example, if two temporal relations “Event A oc-
curs during Event B” and “Event B occurs before
Event C” are extracted, we can infer a new rela-
tion “Event A occurs during Event C”. In preced-
ing research [Mani 2006], the transitive rules

could adopt some syntactic or semantic features
of the event pair to extend more transitive rules.
In this paper, we use simple transitive rules that
only adopt the unambiguous relations and with-
out syntactic / semantic feature.

We compare four methods to extract temporal
relations. The methods are: 1. Using relations of
adjacent event pairs, head-modifier event pairs
and sibling event pairs, then to extending the re-
lations by transitive rules (The column
“RA+RH+RS” in Table 2). 2. Only using the re-
lations of adjacent event pairs with transitive
rules (The column “RA” in Table 2). 3. Using the
relations of head-modifier event pairs and sibling
event pairs with transitive rules (The column
“RH+RS” in Table 4). 4. Using three kinds of
event pairs without transitive rules (The column
“w/o transitive rules” in Table 2). For experimen-
tal convenience, we reduce nine classes of tem-
poral relations to five classes. The classes {after,
overlap by, begun by} are reduced to the class
“after” and the classes {before, overlap,
ended by} are reduced to the class “before.”

Table 2 describes the distribution and coverage
of our proposed methods. We regard the relations
of all event pairs as the gold standard (the row
“All event combinations”) and we compare the
result of our method with the gold standard. The
row “Recall” shows the coverage of each method
and the row “Precision” shows the accuracy of
our method.

The last column shows the case of using our
criteria to extract temporal relations without us-
ing transitive rules. The row “Extend event pair
relations using transitive rules” in this column
indicates the total amount of events that are ex-
tracted by our criteria. It should be noted that an
adjacent event pair could be also a sibling event
pair or a head-modifier event pair, therefore the
number of the relations that we extract by our
criteria is not equal to the total number of the
three kinds of relation types (RA+RH+RS > To-
tal event pairs).

Intuitively, the combination of events must in-
clude all relations that could be extracted. The
relations that we extract by our criteria must be
included in the gold standard. However, the “Ex-
tend event relations by using transitive rules” row
of the “Without transitive rules” is not 100% in-
cluded in all combination of events (The “Recall”
is less than 1). This performance of recall can be
thought as the limit of tagging consistency when
the annotators are working independent. One rea-
son of this observation is that the annotator does
not consider any syntactic structure in annotating
the event combination. The intuitive reorganiza-
tion of event relations could be inconsistent with
the dependency structure. This observation indi-
cates the difficulty of constructing a corpus con-



ldeﬁnition
the temporal properties of the event

Attribute values

E-dynamic | State, dynamic Activity of event
E-period Durative, Period of event
instantaneous,
forever
E-telicity Telic, non-telic Telicity of event
the temporal relation tag of the event
Rel-linear- | Relations in Fig. 4 + | Relation between the focus
preceding first, unknown, event and the linear adjacent
passive preceding event
Rel-tree- Same as upper row | Relation between the focus
preceding event and the sibling event
Rel-tree- Same as upper row | Relation between the focus
ancestor event and the ancestor event
Sub-ord modal, explanation, |Subordinate type between

the focus event and the
ancestor event

condition, none,
report

information of the main verb

The ancestor verb of the
main verb of the event

ancestor-verb

eventid the ID of the event

maindep the head word ID of the
focus word

mainid the ID of the main verb

mainpos the POS tag of the main
verb

mainword the main verb

Table 3: The attributes of an event

sistently. To retain the consistency in our full
corpus, we should repeat the annotation and
check the data by a different annotator.

According our results, the precision of using
“RHARS” with transitive rules is better than the
one of only using “RA” with rules. The head-
modifier event pairs can extract many important
relations that the adjacent event pair cannot ex-
tract. The recall row shows the coverage of our
method. Although we use three types of event
pairs and transitive rules, only the 49% relations
of the gold standard can be extracted. We can add
more transitive rules that consider other syntactic
or semantic information of events to extend the
relations.

Attribute Values Number

E-dynamic | State / dynamic 534771892

E-period Durative/ instantaneous/ | 3024/4156/59
forever

E-telicity Telic / non-telic 3440 /3799

Rel-linear- | (top four relations) 252372065/

preceding After / simultaneous / 1091 /463
before / during

Rel-tree- (top four relations) 5116/818/

preceding | None / after / 491/305
simultaneous / before

Rel-tree- (top four relations) 1968 / 1816/

ancestor None / simultaneous / 1773 1073
before / after

Sub-ord Total subordinate relations | 3422

Table 4: The results of the attributes

b
BREETTRE VR
sl b draasepon

wdbreord

Fig. 3: Attribute windows for annotators.

5. Constructing the corpus

5.1 Basic data

To recognize the subordinate event pairs and
parent-child event pairs, we needed a dependency
parsed corpus. We used Penn Chinese TreeBank
[Palmer 06] as our original data. However, Penn
Chinese TreeBank do not include the modifier-
head relations, we translated phrase structures to
dependency structures by using head rules
[Cheng 2005].

5.2 Data format and Temporal relation

The definition of event in TimeML includes
verbs, predicative clauses, nominalizations. . .etc.
But researchers usually narrow down the defini-
tion of event to verbs because world knowledge
is necessary for extracting other types of events.
We also define event as verb in our standard. We
tagged the three types (adjacent event pairs,
head-modifier event pairs and sibling event pairs)
of event pairs manually. The annotator would
decide most appropriate relation of these types of
each event. Fig. 3 shows the attribute information
that annotators view. The right side window de-
scribes the morphological information and the
dependency information of a word, such as that
the column ”dep” means the head word ID of the
focus word and the column “ancestor-verb”
shows the upper verb in the dependency tree.

The left side window in Fig. 3 shows attributes
of the focus event. Table 3 describes attributes of
an event and that are what we required annotators
to do. The attributes of an event roughly include
two parts: Properties of event (E-dynamic, E-
period, and E-telicity) and temporal relations
(Rel-linear-preceding, Rel-tree-preceding and
Rel-tree-ancestor). Annotators should decide the
appropriate selection for each attribute. Proper-
ties of event are the temporal characteristic of
event; these characteristic roughly correspond to
the classification of verbs in [Dorr 1997]. We do
not require annotators to classify events to sev-
eral verb classes, but instead of three binary se-
lections. The possible temporal relations are
shown in Fig. 4, which compared our standard to
TimeML and Allen’s definition. Our definition of
temporal relations is based on TimeML language



and Allen’s research. In Fig. 4, EVENT 1 is the
focus event and EVENT 2 is the related event.
The “Sub-ord” column in Table 3 means the sub-
ordinate relation between events and we refer to
TimeML to define the subordinate relations.

5.3 Progress and future direction

(1) Progress

The Penn Chinese Treebank 5.0 contains
507,222 tokens, 18,782 sentences, and 890 arti-
cles. We will automatically analyze these attrib-
utes in the future, but we need a manually tagged
training data to construct machine learning mod-
els. We use a part of the Penn Chinese TreeBank
(about 10%) to construct a basic data set. Be-
cause the inconsistency of the larger corpus
might exist in this annotated corpus, we could not
train it to get machine learning models before we
repeat the annotating work.

Some results of the training data by hand are
summarized in Table 4. Because the temporal
relations have more than ten types, we only show
the top four relations and only show the total
number of subordinate relations. Considering the
tag “Rel-linear-preceding (adjacent event pairs)”,
the relation classes “After / simultaneous / be-
fore” are the most possible relation of adjacent
event pairs. Because we request the annotators to
annotate the temporal relations as possible, they
used much world knowledge and the information
in other parts of the article. Therefore the class
“unknown” in tag “Rel-linear-preceding” is in-
frequent. The relation class “none” of the tag
“Rel-tree-preceding (sibling event pairs)” means
the focus event does not have any sibling event
because events in similar sentences are structured
as a hierarchy structure and there are few events
that modify same head events. Therefore, most
events are singletons of their head events. In the
tag “Rel-tree-ancestor (head-modifier event
pairs),” the root event of the dependency struc-
ture does not have a head event and the correct
selection of the tag *“Rel-tree-ancestor” in this
case should be “none”. In the tag “sub-ord (sub-
ordinate relation),” most types of subordinate
relation are explanations; therefore, we only

show the total number of subordinates in the data.

(2) Future direction

To construct such temporal relation tagged
corpus is cumbersome. Although the events can
be identified automatically, the working time of
each article is 50 minutes. However, we can ex-
tend the extracted relations by using induction
rules such as: if event A occurs before event B
and event B occurs before event C, than event A
occurs before event C...etc. After that, we will
use this small data as training data for machine
learning, then tagging the attributes of events
automatically.

‘Our criterion TimeML ‘Allen
EVENT AFTER after
EVENTZ:
EVENT) AFTER 1AFTER ‘met-by
EVENT2:
S EVENT L overlapped-by
EVENTZ
OVERLAPPED—BY _ -
BVENT.L ENDS finishes
EVENTZ
EVENTA DURING DURING/S_INCLUDED duting
EVENT 2
EVENT }. BEGUN_BY BEGUN_BY started-by
EVENT2
EVENT | SIMULTANEOUS | SIMULTANEOUS/IDENTITY equal
EVENT 2
BVENT 1> INCLUDES INCLUDES/DURING_INV contains
BYENTY
tvENTL ENDED_BY ENDED_BY finished-by
EVENT2
EVENT L7« overlaps
EVRNES OVERLAPS
ECTH BEGINS starts
EVENT2.
EVENTT IBEFORE meets
EVeNT 2 BEFORE
EVENFT BEFORE before
EVENT2:

Fig. 4: the relation definition among our criteria,
TimeML and Allen’s work

6. Conclusion

This research focuses on an annotation guide-
line of temporal relation tagged corpus of Chi-
nese. The guideline is based on the TimeML
language but we adopt dependency structure in-
formation to acquire more meaningful temporal
relations with less manual effort. We define
events as the verbs and define three types of link
for event pairs. These types (adjacent event pairs,
head-modifier event pairs and sibling event pairs)
include most meaningful information and can
resolve the problem of subordinate relation. We
use a part of Penn Chinese TreeBank to construct
a small training data. In future, we will investi-
gate machine learning approaches to tag annota-
tion automatically and acquire the coverage of
our results and the results of TimeML-like man-
ual tagged corpus.
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