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A transitive translation for Indonesian-Japanese CLQA

AyUu PURWARIANTI, P! MasaTosHI TsucHIYAT?
and SEICHI NAKAGAwAT!

Abstract  This paper investigates a Cross Language Question Answering for a language
pair with limited resources. In order to solve the limited translation resource problem, we use
a transitive translation with English as the pivot language. To select the best translation,
we use a mutual information score calculated from the corpus of the target language (e.g.
Japanese). As an additional advantage, we build the CLQA using some machine learning
based modules. By this, the system can be easily adapted into vther language pair. In the
experiments, we use test set of NTCIR 2005 CLQAL task, consists of 200 questions. We
also compare the transitive translation result with a direct translation result which employs
a middle size Indonesian-Japanese dictionary.
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1. Introduction and Related Works

CLQA (Cross Language Question Answer-
ing) systems have become an interesting re-
search area. CLEF (Cross Language Evalu-
ation Forum) and NTCIR (NII Test Collec-
tion for IR Systems) have provided CLQA task
since several years ago. In CLEF, other than
European language, since 2004 an Indonesian-
English CLQA task has been conducted. In
NTCIR, the languages involved are English,
Japanese, Chinese, and Korean. In our knowl-
edge, so far, no Indonesian-Japanese CLQA
system or data are available.

A translation process made a CLQA system
becomes a more difficult task than a monolin-
gual QA system because different expressions
are used in the questions and in the correct ar-
ticle. Here, the translation quality becomes an
important factor in achieving an accurate QA
system. Thus, the quality of the machine trans-
lation or dictionary used is very important.

For Indonesian-Japanese pair, there is a
middle size dictionary available (Sanggar Ba-
hasa Indonesia Proyek (2000), 14,823 vocab-
ulary size). Other than this dictionary, no
other Indonesian-Japanese translation resource
(dictionary, machine translation or multilin-
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gual corpora) is available. In other side,
for Indonesian-English, there are some trans-
lation resources available such as Indonesian-
English KEBI dictionary (29,054 vocabu-
lary size), Kataku Indonesian-English ma-
chine translation (http://www.toggletext.com/
kataku_trial.php), and Transtool Indonesian-
English machine translation (http://www.
geocities.com/cdpenerjemah). This condition
is common for a limited resource language
where the available translation resource is for a
pair of that certain language and English as the
most known language. This phenomenon moti-
vates researchers to do transitive translation for
cross language system. Ballesteros?) translated
Spanish queries into French with English as the
interlingua. They used Collins Spanish-English
and English-French' dictionaries. Gollins and
Sanderson® translated Germany queries into
English using two pivot languages (Spanish and
Dutch). In our research, we use English as the
interlingua for our Indonesian-Japanese ques-
tion translation. Here we choose to employ
bilingual dictionary as the most available trans-
lation resource rather than machine translation
or multilingual corpora.

A transitive translation gives more transla-
tion alternatives than a direct translation. In
order to select the most appropriate trans-
lation, a monolingual corpus can be used.
Ballesteros and Croft) used an English corpus
to select adequate English translations based
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on Spanish-English translation and analyzed
the co-occurrence frequencies to disambiguate
phrase translations. Gao® used a Chinese cor-
pus to select the best English-Chinese transla-
tion set. They modified the EMMI weighting
measure (a measure to estimate term similar-
ity) by adding word distance factor. Qu® se-
lected the best Spanish-English and Chinese-
English translation using English corpus. The
coherence score calculation was based on web
page count, retrieval score and mutual infor-
mation score. Adriani?) translated Indonesian
into English and used an English monolingual
corpus to select the best translation, employ-
ing a term similarity score based on the Dice
similarity coefficient. Here, we select the best
Japanese translation using mutual information
score and TF X IDF score.

Similar with 4 common approach, our
CLQA system consists of a question ana-
lyzer (Indonesian), question keyword transla-
tion (Indonesian-Japanese), passage retrieval
(Japanese) and answer finder (Japanese). The
main different thing with the common CLQA
system is that we do not use a named en-
tity tagger to process the target documents,
instead we try to locate the answer directly
from POS-tagged target documents by using a
text chunking approach. A similar approach
was conducted by Sasaki? for English-Japanese
CLQA. The method is called Extended QBTE
(Question-Biased Term Extraction). Different
with the common approach that calculates the
similarity between an EAT (Expected Answer
Type) and named entities in the target docu-
ment, this approach tries to eliminate the ques-
tion classification (to get the EAT) and named
entity tagger processes. This method extracts
the answer by classifying each word in the doc-
ument into one of 3 classes (B, I or O). B class
means that the document word is the first word
in the answers, I means that the word is part of
the answer and O means that the word is not
part of the answer. This answer classification
was done using 4 maximum entropy algorithm
with features taken from Chasen that includes
four information POS. The accuracy score ob-
tained in the NTCIR 2005 CLQA was low, as
there was only 1 correct answer among 200 test
questions for the English-Japanese CLQA. We
try to modify this method in our answer finder

by using the question analyzer result having the
EAT.

The best result on English-Japanese CLQA
2005 was achieved by FORST®) which used ma-
chine translation software and web search to
translate proper nouns. The accuracy result
was 15.5% accuracy (31 correct answers as Topl
among 200 questions). In the answer finder
they used a matching score of each morpheme
in the retrieved passages with the question key-
words and EAT.

The rest of this paper is organized as follows.
In Section 2, we describe the modules used in
our Indonesian-Japanese CLQA system. Sec-
tion 3 shows the experimental results. Section
4 is the conclusion.

2. Modules
CLQA

in Indonesian-Japanese

There are some approaches can be used for a
CLQA system. Among others are:

(1) The source keyword question is tranglated
into target language. The question classi-
fier is conducted for the original question.
The passage retriever and answer finder
are done for the target language.

(2) Use a pivot language. The source ques-
tions and target documents are translated
into the pivot language. All the processes
are done in the pivot language. However,
there is a big risk that the system could
not get advantage from the sentence pat-
tern to locate the answer due to the doc-
ument translation process.

(3) Similar with the second schema but the
passage retriever is done on the target
passages. The translation is done on the
retrieved target passages.

(4) Another alternative is to retrieve the
pivot language passages and then trans-
late the passages into target language and
do the answer finder in the target lan-
guage.

There are other alternative approaches such
as the modification on the question analyzer
such as employed in the literature 6) and 10).
We choose to use the first approach and em-
ploy the transitive translation using bilingual
dictionaries in order to achieve the aim of eas-
ily ported system. The complete schema of our
Indonesian-Japanese CLQA is shown in Fig. 1.



We do the Indonesian-Japanese translation not
on the question sentence but on the keywords
extracted from the question sentence”). First,
an Indonesian question sentence is processed
by a question analyzer. The results are then
processed by the translation module to get the
Japanese keywords. These Japanese keywords
are used to retrieve Japanese passages. In the
last step, a Japanese answer finder classifies the
answer candidates from Japanese passages us-
ing Japanese keywords, Japanese question main
word and the output of the question analyzer.

2.1 Indonesian Question Analyzer

This system consists of two main components:
a question shallow parser and a question clas-
sifier. The question shallow parser aims to
identify question information using some sim-
ple rules. The question information includes
question keywords, question main word, inter-
rogative word, and phrase information. The
question classifier aims to extract the EAT (ex-
pected answer type) using an SVM algorithm.
It classifies a question into one of the following
classes: date, location, person, organization,
name and quantity. The main input data used
in the question classifier are the question infor-
mation resulted by the question shallow parser.
Fig. 2 shows a result example of the question
analyzer.

To enhance the quality of question classi-
fier, we add a statistical value for the ques-
tion main word, called as a bi-gram frequency
score. This score is the frequency score of a bi-
gram pair between the question main word and
each word included in the predefined word list.
There are 6 predefined word list, one for each
class of “date”, “location”, “name”, “organi-
zation”, “person”, and “quantity”. For exam-
ple, as shown in Fig. 2, for the word “partai”,
the biggest bi-gram frequency score is for “or-
ganization” class: 0.0789 and 22, where 0.0789
shows the frequency of the predefined word list
of “organization” class with the word “partai”
normalized with other classes and 22 is the
number of unique words in the predefined word
list of “organization” class which has “partai”
a8 its bi-gram pair, respectively.

We also add a WordNet distance information
as another additional attribute. The WordNet
distance means a distance between the ques-
tion main word (translated into English) and

Question:  Pemerintahan koalisi Perdana
Menteri Obuchi terdiri atas LDP, Komei, dan
partai apa lagi? (Prime Minister Obuchi’s
coalition government consists of LDP, Komei,
and what other party?)

Question interrogative: apa (what)

Question main word: partai (party)

Phrase information: NP-POST

Question keyword: pemerintahan (govern-
ment), koalisi (coalition), Perdana Menteri
(prime minister), Obuchi, LDP, Komei

Bi-gram frequency score: date(0,0), loca-
tion(0.0101,11), name(0.0040,9), organization
(0.0789,22), person(0.0005,5), quantity(0,0)

WordNet distance score: all are zero except
for event(0.1724), group(0.4828), and per-
son(0.3448)

Question classifier result: organization

Fig.2 Example on the Question Analyzer’s Qutput

some specified WordNet synsets (taken from
the 25 noun lexicographer files in WordNet).
Fig. 2 shows that the WordNet distance scores
for the word ”partai” ("party”) are 0.1724 for
event, 0.4828 for group and 0.3448 for person.
It means the word ”partai” has the biggest ten-
dency to be defined as group.

2.2 Indonesian-Japanese Keyword Trans-

lator

Bused on the observations on the collected In-
donesian questions, there are three word types
used in the Indonesian questions: native In-
donesian words, English words (such as “ bar-
rel”, “cherry”, etc) and transformed English
words (such as “prefektur” from “ prefec-
ture”, “agensi” from “agency”, etc). For na-
tive Indonesian words, we use two dictionaries:
Indonesian-English (KEBI; 29,047 entries) and
English-Japanese (Eijirou; 556,237 entries). If a
word is not available in the Indonesian-English
dictionary, we assumed it as an OOV word and
will be treated as the second or third word type.

For the second word type, we use the
English-Japanese dictionary, a Japanese proper
name dictionary, a Japanese corpus and
a katakana/hiragana transliteration module.
The katakana information provided in the
Japanese proper name dictionary is translit-
erated into alphabet. The word match-
ing is done on this alphabet information.



Indonesian Indonesian
Question Question
Sentence Analyzer
Indonesian Keywords,
Indonesian Question Main Word
EAT,
English Indonesian Interrogative word,
Japanese English Keywords English Phrase information
Translation English Question Main Word | mqynclation
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Fig.1 System Architecture of Indonesian-Japanese CLQA with Transitive Translation

This is also done for the Japanese cor-
pus. First, the Japanese corpus is morpho-
logically analyzed by Chasen (http://chasen-
legacy.sourceforge.jp). The katakana informa-
tion resulted by Chasen is transliterated into al-
phabet. As for the third word type, we use some
transformation rules to transform the Indone-
sian words into English words. The resulted
English words are then assumed as the second
word type.

The example on the translation result is
shown in Fig. 8. The first and second rows are
the example of the first word type. The third,
fourth and fifth rows are the example of the
second word type. The last row is the example
of the third word type. The Indonesian word
“prefektur” is not recorded in the dictionary,
it is a borrowed word from the word “prefec-
ture”. To translate it into Japanese, we change
the word into English first using some transfor-
mation rules and then we use English-Japanese
dictionary to have the Japanese translation.

2.3 Japanese Document Retrieval

We use GETA (http://geta.ex.nii.ac.jp/) as
our generic information retrieval engine. It re-

Translation:

- pemerintahan koalisi (coallision govern-

ment): HEBHE

- perdana menteri (prime minister): BHH, #&

BRE

- Obuchi: /NAl, BEZ, /NR, K3

- LDP: HR%, BEHRER

- Komei: Z 5 W YEHH, AHH, [KHH, EAHH, #
HH, TEaHH

- prefektur (prefecture) : B, BF, [, K%,
BE

Fig.3 Example on the Question Translation’s
Output

trieves some Japanese documents from a key-
word set by using IDF, TF or TF X IDF score.
The Japanese translation results are joined into
one query and inputted into GETA to get the
relevant Japanese documents.

Because translation results using bilingual
translation contain many Japanese transla-
tions, we try to filter the translation by using
mutual information and TF X IDF score. First,
all combinations of the keyword translation sets
are ranked based on their mutual information



Document word: BHE4E

POS information (Chasen): 7, BE&E %, #
4

Similarity score: 0

Table 1 OOV Rates of Proper Noun and Common
Noun Translation

Description Proper Noun | Common Noun
Direct Translation 12.9% 17.2%
Transitive Translation 13.9% 9.4%

5 preceding words: (2, & %, 3L (similarity
score is 1), BUHE, I

5 succeeding words: BT, &8, 23, N (similar-
ity score is 1),

Fig.4 Example of Document Feature for the Answer
Finder Module

score. Each set of top 5 mutual information
score is used to retrieve the relevant documents.
In the final phase, we select documents within
100 highest TF X IDF score from all relevant
documents resulted from the queries of top 5
mutual information score.

2.4 Japanese Answer Finder

Our Japanese answer finder locates the an-
swer candidates using a text chunking approach
with machine learning algorithm. Here, the
document feature is directly matched with the
question feature. Each word in the retrieved
passages is classified into B (first word of the
answer candidate) or I (part of the answer can-
didate) or O (not part of the answer candidate).

The features used for the classification in-
clude the document feature, question feature,
EAT information and similarity score. The doc-
ument feature includes POS information (four
POS information resulted by Chasen), and the
lexical form. The question feature includes the
question shallow parser result and the trans-
lated question main word. The similarity score
is the similarity score between the document
word and the question keywords. An example
of document feature for a document word “H
B4E” with question "Prime Minister Obuchi’s
coalition government consists of LDP, Komei,
and what other party?” is shown in Fig. 4.
For one document word, there are n preceding
words and n succeeding words. In our exper-
iment, we found that n=>b is the best option,
such as shown in Fig. 4.

3. Experiments

In order to gain an adequate number of
training data for the question classifier and
the answer finder modules, we collected our
Indonesian-Japanese CLQA data. So far, we
have 2,837 Indonesian questions and 1,903 an-

swer tagged Japanese passages. As for the test
data, we translated 200 English questions test
data of the NTCIR 2005 CLQA1 Task into In-
donesian. The 200 Indonesian test questions
contain 625 common nouns and 294 proper
nouns. The Japanese corpus is the Yomiuri
Newspaper corpus years 2000-2001 (658,719 ar-
ticles).

In the question classifier, we used an SVM al-
gorithm from WEKA software (http:/ /www.cs.
waikato.ac.nz/nl/weka) with a linear kernel and
the “string to word vector” function. We used
10-fold cross validation for the accuracy calcula-
tion. We tried some feature combinations of the
bag-of-words feature, the shallow parser result,
the bi-gram frequency score and the WordNet
distance score. The highest result was 96.0%
accuracy, achieved by the combination of the
shallow parser result, bi-gram frequency score
and WordNet distance score.

In the question translation, we compared
our transitive translation with the direct
translation. For the transitive translation,
we used Indonesian-English KEBI dictionary
(http://nlp.aia.bppt.go.id /kebi/, 29,054 vocab-
ulary size) and English-Japanese Eijirou dic-
tionary (556,237 vocabulary size). For the di-
rect translation, we used Indonesian-Japanese
Sanggar Bahasa Indonesia Proyek (2000) dic-
tionary with 14,823 vocabulary size. As the ad-
ditional resources to translate the OOV words,
we used Japanese proper name dictionary and
list of romanized words of Yomiuri Newspa-
per corpus. The OOV rates in query sentence
(test data) are shown in Table 1. OOV words
are the words that could not be translated by
our translation module. In total for proper
noun and common noun, the OOV rates were
about 15.2% and 11.5% for the direct trans-
lation (middle size Indonesian-Japanese dictio-
nary) and transitive translation (Indonesian-
English and English-Japanese dictionary), re-
spectively.

Further, we evaluated the translation result
(direct and transitive translation) based on the




Table 2 Document Retrieval’s Experimental Results
on Indonesian-Japanese CLQA

Table 3 Aunswer Finder’s Experimental Results for
Correct Documents (in %)

No filtering [700% | 546%

document retrieval score because our transla-
tion module aims to have a good retrieval re-
sults. The document retrieval results of these
two methods along with the effect of the mu-
tual information filtering process are shown in
Table 2. Table 2 shows two evaluation mea-
sures: precision and recall. Precision shows the
average ratio of relevant document. A relevant
document is a document that contains a correct
answer without considering any available sup-
porting evidence. Recall refers to the number
of questions that might have a correct answer in
the retrieved documents. n-th MI score means
the input query is the keyword set with the n-
th rank of MI score. Top n MI means that the
input query consists of keywords from the 1st
rank until n-th rank of MI score. MI-TF X IDF
is the combination of Mutual Information score
and the TF X IDF score as explained in 2.3.
In the keyword translation, even though the
number of OOV for common noun resulted
by the direct translation is much larger than
the transitive translation, but in general the
direct translation has better retrieval perfor-
mance than the transitive translation (higher
precision score for all schemas and higher recall
score for almost all schemas). It shows that the
important keyword in the document retrieval

Description [ Recall | Precision Desc | Topl | Top5 | TopN | MRR

Direct Translation Use transitive translation to calculate word similarity

No filtering 35.0% 2.26% baseline [245 [ 335 [ 415 | 302

Tst MI score 375% 2.56% +word distance | 27.5 | 40.0 | 425 | 328

2nd MI score 35.0% 247% Use keywords of Japanese queries to calculate word

3rd MI score 36.0% 2.41% similarity

4th MI score 36.0% 2.40% baseline 25.0 38.0 41.0 30.2

Hth MI score 37.0% 2.19% +word distance | 26.5 | 43.5 46.5 335

Top 3 MI 36.0% 2.50%

Top 5 ML 355% 2.35%

Top 10 MI 35.5% 2.35% ,

MLTE X IDF 5T 5T mostly are the p.roper noun ('nurrhlber of OOV

Transitive Translation proper noun of direct translation is lower than

No filtering 30.0% 1.56% the transitive translation).

;Stdl\ﬁlsmfe i‘ég_Zg ig‘go Table 2 also shows that without the combina-
11 score 36.0% 71% - . .

X P -
3rd MI score 36007 1307 th{l of TF IDF and mutu_al lnformat_lon fil
1th MT score 3500, 171% tering, the transitive translation result will have
5th MI score 35.0% 1.84% lower recall score than the direct translation.
Top 3 MI 339% iﬁzfo It indicates that the combined filtering is effec-
%ﬁ ';olvllvln ‘:‘; ;Z: lggé’ tive for transitive translation result because it is

38. -597% A
MI-TF X IDF 35.5% 2.37% able to decrease the incorrect Japanese trans-
Keywords of Japanese monolingual queries lations. For the direct translation, the com-

bined filtering is not effective because the num-
ber of Japanese translations is much fewer than
the transitive translation. Table 2 also shows
that our translation only achieved 50% accu-
racy compared to the oracle experiment (last
row, the document retrieval using keywords ex-
tracted from Japanese monolingual queries).

In the answer finder module, we used Yamcha
(http://chasen.org/ taku/software/yamcha) with
default configuration as the SVM based text
chunking software. To evaluate our answer
finder module, we conducted the answer finder
experiments for the correct passages. The re-
sult is shown in Table 3. The evaluation scores
are Topl (correct rate of the top 1 answers),
Toph (rate of at least one correct answer in-
cluded in the top 5 answers), TopN (rate of at
least one correct answer retrieved in the found
answers) and MRR (Mean Reciprocal Rank,
the average reciprocal rank (1/n) of the highest
rank n of a correct answer for each question).
Baseline means that we use features mentioned
in 2.4. We tried to add an additional feature
called the word distance which shows the dis-
tance between the current document word and
other document word that equals to question
keywords.

To see the effect of our transitive translation
in the answer finder feature, we conducted two
kinds of experiments for the oracle correct doc-




Table 4 Answer Finder’s Experimental Results for
Retrieved Documents (in %)
R: document retrieval’s recall score
T: text chunking score

Desc | Topl [ Top5 | TopN | MRR
Direct Translation (baseline answer finder)
0.3R4+0.7T 1.5 5.5 14.0 3.8
0.5R+0.5T 2.0 6.0 14.0 4.2
0.7R+0.3T 2.5 7.0 14.0 4.9
Direct Translation (-+word distance feature)
0.3R+0.7T 2.0 7.0 15.0 4.4
0.5R+0.5T 2.0 7.5 15.0 4.4
0.7R+0.3T 3.0 6.5 15.0 5.2
Transitive Translation (baseline answer finder)
0.3R+0.7T 1.5 6.0 19.0 - 3.9
0.5R+0.5T | 1.5 6.5 19.0 3.9
0.7R+0.3T 2.0 7.0 19.0 4.4
Transitive Translation (+word distance feature)
0.3R+0.7T 2.0 6.0 19.5 4.1
0.5R+0.5T 2.0 6.0 19.5 4.2
0.7R+0.3T | 20 6.0 19.5 4.4

uments. First is the one that used transitive
translation to measure the document word simi-
larity score, shown in the first two rows. Second
is the one that used the correct translation, the
Japanese keywords contained in the Japanese
queries, shown in the last two rows. This
comparison shows that for the answer finder
method, the use of transitive translation does
not give significant effect which is different with
the document retrieval results where the recall
score of the transitive translation is about half
of the one using the correct Japanese keywords.

As the final experiment, we applied the same
answer finder module on our document retrieval
results. We used the document retrieval with
the combination of MI and TF X IDF filter-
ing method. The question accuracy scores are
shown in Table 4. We ranked the answers
using the recall score (R) of the document re-
trieval and the text chunking (T) score resulted
by Yamcha.

Even though our CLQA result is not well
enough but it is higher compared to a simi-
lar research by QATROY for English-Japanese
CLQA with 0.5% accuracy for the Topl answer.
As comparison, we also conducted experiments
on Indonesian-English CLQA using a similar
technique as our Indonesian-Japanese CLQA.
In the Indonesian-English CLQA, the final
question answering accuracy achieves 22.5%
while the passage retrieval recall score is 73.2%.
Even though the English corpus used in the

Indonesian-English CLQA is comparable with
the Japanese corpus used in the Indonesian-
Japanese CLQA, but the corpus size is differ-
ent, the English corpus size is 17,741 articles
and the Japanese corpus size is 658,719 arti-
cles. Other than the different characteristics
between the English sentence and Japanese sen-
tence (without word segmentation), this cor-
pus size makes the Japanese document retrieval
is more difficult than the English one. The
main cause of low document retrieval score is
the translation errors between Indonesian and
Japanese. Using the available resources, the
translation could not resolve the OOV proper
noun problem. There are many proper nouns
which are important question keywords could
not be translated by our translation resources.

4. Conclusions

We have conducted an Indonesian-Japanese
CLQA using easily adapted modules. By using
transitive translation, the document retrieval
results and the answer finder results are com-
parable with the translation of direct transla-
tion. In addition, compared to other research of
English-Japanese using a similar approach, our
Indonesian-Japanese CLQA gives better accu-
racy score. Even though the accuracy score is
much worse than the Indonesian-English CLQA
using the similar approach, but we believe that
this result can be increased by improving the
proper name translation. For the next research
plan, we will try to improve the proper name
translation method, for example by comparing
the query keywords with a list of single kanji
character.
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