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Abstract

This paper proposes a new method for estimating the bandwidth of DiffServ networks. There have been two popular ways of
bandwidth estimation. One is the packet pair method and the other is the packet train method. Their main objectives are to
estimate the capacity of a path bandwidth, and throughput (i.e., effective bandwidth) which is determined by the bottleneck link
along a path. These tools assume that a router handles packets based on the FCFS (First Come, First Serve) principle. On the other

hand, they cannot measure the guaranteed bandwidth of DiffServ networks. Our new method can estimate the guaranteed
bandwidth. This paper also shows working examples which evaluates the new method.

1 Introduction

Internet backbone bandwidth is growing rapidly because
of the growth of the traffic. ISPs (Internet Service
Providers) are connected to each other and the scale of
networks is getting larger. More clients are connecting to
ISPs. The operators of ISPs need bandwidth monitoring
tools which give the information beyond their networks.
The users of the Internet also want to know whether they
get the right bandwidth that they have paid for.

There have been several bandwidth monitoring tools.
They assume a router handles packets based on the FCFS
(First Come, First Serve) principle. On the other hand,
some ISPs began to use DiffServ (Differentiated Service)
to provide QoS (Quality of Service) in their networks.
DiftServ classifies packets into classes. A router deals
with classes at different priorities. That is, a router puts
an order of priorities among classes. The packets are
forwarded according to priority. DiffServ provides the
different class of services for Internet traffic. Unfortu-
nately, some prioritizing model cannot be handled prop-
erly by the conventional bandwidth estimation methods
because they assume that a router forwards packets based
on FCFS. This paper proposes an improved method of
packet pair and packet train techniques to estimate the
bandwidth controlled by CBQ (Class Based Queuing).

Our new method can estimate three kinds of bandwidth:

1. path bandwidth (i.e. bottleneck bandwidth)
2. effective bandwidth (throughput)
3. guaranteed bandwidth given by CBQ

Section 2 describes earlier well-known method.
Namely, the packet pair and packet train techniques. The
experiment is shown in Section 3. It shows that old meth-
ods cannot estimate the guaranteed bandwidth. Section 4
introduces a new method for the guaranteed bandwidth
estimation. Section 5 concludes this paper.

2 Earlier Methods for Bandwidth
Estimation

There are two well-known methods in the literature. Sec-
tion 2.1 introduces packet pair method, and section 2.2
explains packet train method.

2.1 Packet Pair Method

The packet pair technique estimates the bottleneck band-
width along a path from a sender to a receiver. The send-
ing machine transmits two packets of the same size se-
quentially. The receiving machine measures the time dif-
ference of the two packets, and estimates the bottleneck
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Figure 1: Packet Pair Model in FIFO

bandwidth. It should be noted here that the estimation is
based on the assumption that a router handles the queue
of packets based on FCFS. The packet pair method is not
effective when CBQ is used at the router.

2.1.1 FSFC Forwarding

If a router handles queues of packets based on FCFS,
the packet pair technique estimates the bottleneck band-
width[8]. Figure 1 shows the idea of the packet pair
method. The sender transmits two back-to-back packets
Py, Py which have the same size (S¢o = S (bytes)). Let
Link; be the bottleneck link and its bandwidth is repre-
sented by M; (bps). And let the next link after the bottle-
neck link be Link;,; and its bandwidth is M, .

Py takes S/M; (seconds) to travel the bottleneck link.
When the second packet P; arrives at router Router;, it
has to wait in the queue while the first packet Py travels
the bottleneck link Link;. It takes S | /M; (seconds) for P,
to travel the bottleneck. When the P; travels in the bottle-
neck link, Py goes ahead in Link;,| or beyond. That means
there is a gap between the first and the second packets as
shown in Figure 1. The two packets disperse.

Let the physical delay time (latency) of packet Py in
link Link;y; be d?+1 and the physical delay time of P; in
link Link;,; be dl.1+1. The physical delay has a specific
value in each link. We can assume that the physical delay
time of Py and Py are the same. d?, | = d!,|.
At means the time difference of two arrival time in Figure
1. It is calculated by the following formula.

S S S
Lrgiad v =g+ d =+ A
M; M M
Then,
1 1 S 0 So
At=—+q+d,  +———qo—d, —
i i+l Mi+1 il Mi+1

Class A a(bps)

At

Figure 2: Packet Pair Model in CBQ

If the network is not congested, queuing delays are negli-
gibly small. gy ~ g, = 0. We have assumed d?ﬂ =d .1t

i+1°
is noted that the two packets have the same size, S¢g = 5.

At = Sy
M;
S

M,' = —_— 1
Y (1

Arrival time dispersion Az is equal to S /M; (seconds).
The packet pair model assumes that the two packets do
not have any waiting time except at the bottleneck link.

2.1.2 CBQ Forwarding

CBQ (Class Based Queuing) is a method of realizing Diff-
Serv. CBQ classifies flows into classes and gives guaran-
teed bandwidth to each class. If one class has less traffic
than its guaranteed bandwidth, then another class which
has higher traffic than its guaranteed bandwidth can bor-
row the unused bandwidth of the former class.

If the network uses CBQ, packet pair method esti-
mates the guaranteed bandwidth of the class. Figure 2
shows how the packet pair method estimates the guaran-
teed bandwidth of a class. At is the time dispersion be-
tween the arrival time of packets Py and P;.

S is the size of packet Py and S is the size of packet
P;. The router (Forwarder) has an outgoing link whose
bandwidth is M bps. The guaranteed bandwidth of class
A is a (bps) and the given bandwidth of class B is b (bps).
The packets, Py and Py, belong to class B. In At (seconds),
the router transmits MAz (bits) to the outgoing link. The
router transmits aAt (bits) that belongs to class A.

alAt + S| = MAt
S1 =M —-a)At
S
—=M-a)=b
A ( a)

The above formula shows that the packet pair technique
estimates the given bandwidth to the class.

2.2 Packet Train Method

Packet train method is an extension of the packet pair
model. It estimates the bandwidth using N back-to-back
packets of the same packet size. Figure 3 shows how to
estimate the bandwidth using packet train technique. Let
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traffic direction

Table 2: Traffic Pattern

At

Figure 3: Packet Train Model

packet size of PyP; - -- Py be all S. The receiver measures
the dispersion between the arrival times of Py and Py. The
dispersion is Az (seconds). We estimates the bandwidth b
by the following formula:

_(N-DS
N

The packet train method is more affected by the cross traf-
fic than the packet pair model[9]. By this reason, the
packet train technique estimates the effective bandwidth
of the flow.

b

3 Experiments by Earlier Methods

We apply the packet pair method and the packet train
method to DiffServ networks. We found that the packet
pair method estimates the bottleneck bandwidth. And
the packet train method estimates the effective bandwidth.
However, they can not estimate the guaranteed bandwidth
of a class.

The bandwidth of prioritized class depends on the traf-
fic of other classes. If the network is not congested, any
class can use the free bandwidth. And we cannot estimate
the guaranteed bandwidth. In this experiment, we trans-
mit the fixed rate traffic to make congested networks.

3.1 Experiment Environment

Figure 4 illustrates the experiment environment. There are
four routers, R1, R2, R3 and R4. Host H1 sends packet
pairs, H2 produces jamming traffic and H3 receives packet
pairs and jamming traffic. H1, H2 and H3 are not included
in the DiffServ domain. Table 1 shows the specification of
the machines. R1 and R4 are the DiftfServ Edge Routers
and they use ALTQ[16][17]. R1 marks DiffServ Code
Point (DSCP) [15] of packets. R1 uses CBQ (Class Based
Queuing). R2 and R3 are the DiffServ Core Routers and
they guarantee QoS depending on the DSCP. They use
Class Based Weighted Fair Queuing[18]. All the links
in DiffServ domain are 2Mbps. EF (Explicit Forwarding)
class is guaranteed 500Kbps and AF (Assured Forward-
ing) class is also guaranteed 500Kbps.

Table 1: Network Equipment

Router or Host Implementation
RI1, R4 FreeBSD 4.3 + ALTQ on PC
R2,R3 Cisco 2514 + I0S 12.2(6a) IP Plus
H1, H2, H3 FreeBSD 4.3

2N BN BN | flow class | source and destination
packet pair EF from HI1 to H3
AF traffic(400Kbps) AF from H2 to H3
jamming traffic(1.5Mbps) | BE from H2 to H3

3.2 Experiments in Packet Pair Method

Table 2 shows the traffic that we generated. AF traffic and
jamming traffic are at the fixed rate. Packet pair is as-
signed to EF class. AF traffic is at 400Kbps. Jamming
traffic is assigned to BE class. H1 sends 100 packet pairs
(200 packets in total). The interval of each pair is S0ms.
Experiment 1 uses a packet pair of size 500 bytes. Exper-
iment 2 uses a packet pair of size 1450 bytes. Figure 5
shows the result of experiment 1, and Figure 6 shows the
histogram of estimated bandwidth. Figure 7 shows the re-
sult of experiment 2, and Figure 8 shows the histogram
of estimated bandwidth. Using a packet pair of size 500
bytes, we cannot estimate the guaranteed bandwidth of
classes. However, it estimates the bottleneck bandwidth
of 2Mbps (Figure 5). Using a packet pair of size 1450
bytes, we cannot estimate the guaranteed bandwidth of
the class. And it cannot estimate the bottleneck bandwidth
either. These errors are due to token bucket meter which
will be described in section 3.4.1.

3.3 Experiment in Packet Train Method

The second experiment uses packet train method. We use
the same environment as in section 3.2. AF traffic and
jamming traffic have the fixed rate. Packet trains are as-
signed to EF class. AF traffic is at 400Kbps. Jamming
traffic is assigned to BE class. We send 100 packet trains
(10000 packets in total). The interval of trains is 50ms.
Experiment 1 uses 10-packet train of size 500 bytes. Ex-
periment 2 uses 10-packet train of size 1450 bytes. Fig-
ure 9 shows the result of experiment 1 and Figure 10
shows the result of experiment 2. Both Figures indicate
that packet trains estimate the effective bandwidth.

DiffServ Edge DiffServ Core  DiffServ Core  DiffServ Edge
2Mbpsi R2 IZMbpsI 3 Iprs| " |
100Mbps
(i)Receive ll
100Mbps "Packet Pairs"

(iReceive
Jamming Traffic

Send
"Packet Pairs"

JAMMER HOST

Figure 4: Experiment Network
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Figure 5: estimation result (bps) , packet size is 500 bytes
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Figure 6: histogram of bps, packet size is 500 bytes

3.4 Result of Experiments

Experiment results show that we could not estimate the
guaranteed bandwidth by earlier methods. This is because
CBQ uses token bucket model to regulate the bandwidth.

3.4.1 Token Bucket Model

CBQ is controlled by the token bucket model. The token
bucket model determines the maximum burst size and the
average data rate using a mathematical model.

The token bucket model is defined as follows. Traffic
A(?) is given to a router from O (time) tot (0 <t <71, 7>
0).

The average data rate is p and maximum burst size is 0.
Token Bucket Model controls A(?) so that the following
formula holds:

A(t) <o +pt

There is a bucket which can store o bytes of rokens (pack-
ets). This bucket stores o~ bytes at time 0 and it is full. At
the same time, tokens are added to the bucket at the rate
of p bytes per second. Overflowed tokens are discarded.
If a packet of size L(¢) arrives at the router at time ¢, L(f)
bytes tokens are removed from the bucket and the packets
will be forwarded by the router. If tokens are not enough
to exceed the limit of o + pt, then the packet has to wait
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Figure 7: estimation result (bps), packet size is 1450 bytes
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Figure 8: histogram of bps, packet size is 1450 bytes

until the bucket will get L(r) tokens. As the result, token
bucket model can control the average data rate and maxi-
mum burst size of the outgoing link.

3.4.2 Packet Train Method

A packet pair of size 500 bytes is forwarded (bursted) at
the same time because the size is small and the router uses
Token Bucket Model. It is the reason why the packet pairs
of size 500 bytes estimate the bottleneck bandwidth. On
the other hand, a packet pair of size 1450 bytes are not for-
warded at the same time, because the size is large. Thus,
1450 bytes packets cannot estimate the guaranteed band-
width of the class. We will propose a new method to esti-
mate the guaranteed bandwidth in the next section.

4 New Method for Bandwidth Esti-
mation

We propose a newly improved method of packet train
model. The conventional packet train method only
watches time dispersion between the arrival time of the
first packet and the last packet (Figure 3). If CBQ uses
the token bucket model and some packets in the train are
forwarded (bursted) at the same time, we can’t estimate
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the guaranteed bandwidth by the time dispersion between
the first and the last packet.

If some packets in a packet train are bursted and the
tokens are not sufficient, the next packet has to wait in a
queue. Let the i-th packet is the last packet that is bursted
and the tokens are less than the control line of o + pt.

The size of the (i + 1)-th packet is S;;;. The (i + 1)-th
packet has to wait until enough tokens are added. If the
(i+1)-th packet is bursted after At,, (seconds), the formula
below holds:

Siv1
An, P

Figure 13 describes this condition. We can estimate the
guaranteed bandwidth using Az,,. We propose a newly im-
proved packet train method to estimate bandwidth using
each dispersion of packets in a train.

We can estimate the bottleneck bandwidth using the
smaller packet size based on the result in section 3.2. Fig-
ure 9 and Figure 10 indicate that the effective bandwidth
can be estimated by packet trains regardless of the packet
size. Smaller packet trains are useful to estimating the
bottleneck bandwidth, effective bandwidth and the guar-
anteed bandwidth at the same time.

(Byte)

pt+o

(time)
Figure 11: token bucket model
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Figure 12: proposed method

4.1 Experiment in the New Method

The experiment result using proposed method are shown
below.

4.1.1 Experiment

We evaluate our new method using the same environment
as the experiments in section 3.1. We generate various
patterns of traffic shown in Table 3. The rate of AF traf-
fic and the rate of jamming traffic are the same as in sec-
tion 3.1. The packet size of the jamming traffic affects the
measurement result. If an EF packet should be forwarded
immediately after a BE packets is serviced, the EF packets
have to wait until the BE packet is forwarded completely.
Dispersion of EF packets may differ depending on a size
of packets belonging to the BE class. The experiment is
conducted with jamming packet of size 500 (bytes) and
1450 (bytes). The result of experiment No. 1 is shown in
Figure 14, the result of experiment No. 2 is in Figurel5

(Byte)

(time)

Figure 13: Packet Train Model in Token Bucket Model
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Table 3: Packet Size of Traffic Pattern

trial | packet train bytes | jamming traffic bytes
1 1500 1500
2 500 1500
3 500 500

and the result of experiment No. 3 is in Figure 16. In
each graph, the bandwidth estimation is performed with 9
dispersions of 10-packet trains.

4.1.2 Results
We discover the following facts:

1. Figurel4 shows the bandwidth from 500Kbps to
1Mbps.

2. Figurel5 shows the bandwidth from 500Kbps to
2Mbps.

3. Figurel6 shows the bandwidth from 500Kbps to
2Mbps.

In section 3.2, we mentioned that the larger packets
cannot estimate the bottleneck bandwidth because they
are not bursted at the same time. The result of experiment
No.1 shows the same result as in section 3.2

A train of smaller size packets (500bytes) can estimate
the bottleneck bandwidth. And at the same time, they can
estimate the guaranteed S00Kbps.

Thus, a train of small size packets can estimate the bot-
tleneck bandwidth, effective bandwidth and the guaran-
teed bandwidth at the same time.

5 Conclusion

This paper improves the packet train method to cover the
DiftServ network. Using each dispersion time of a packet
train, one can estimate the path bandwidth (bottleneck
bandwidth), the effective bandwidth and the guaranteed
bandwidth. To estimate them, the size of a packet train
should be small.
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