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Checkpoint Protocol for Fault-Tolerant Mobile Networks
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For supporting mission-critical applications in a mobile network system, hybrid checkpointing has been proposed.
In order to apply hybrid checkpointing to recent wireless LAN networks, we classified wireless LAN protocols into
four types according to the communication model. Conventional hybrid checkpoint protocol supports centralized
protocols as Bluetooth and cell-dependent infrastructured protocols as IEEE802.11 with an assumption of reliable
broadcast. However, in CSMA/CA based protocols including IEEE802.11, messages may be lost due to noisy
wireless environment and a hidden terminal problem. In this paper, we propose a newly designed hybrid checkpoint
protocol by which lost broadcast messages are detected by pigging back IDs of causally preceding messages and
retransmitted according to requests from an access point. Finally, we evaluate our protocol by an average number
of MAC messages for transmission of an application message and an average size of data in a message header
required for detection of a lost broadcast message.
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1 Introduction

According to the advances of computer and commu-
nication technologies, many kinds of mobile computers
like notebook computers and personal data assistants
(PDAs) are widely available. In addition, applications
based on cooperation of multiple autonomous robots
are getting developed, and intelligent transport sys-
tems (ITSs) with mobile communication are also being
implemented.

A mobile network system is composed of fized com-
puters and mobile computers interconnected by a com-
munication network. A fixed computer is located at a
fixed location and communicates through a wired net-
work like Ethernet. A mobile computer moves from
one location to another and communicates through
a wireless communication channel with other mobile
computers within a transmission range. This is real-
ized by using wireless communication protocols such
as Bluetooth [1] and wireless LAN protocols, e.g.

IEEES802.11 [2] and HIPERLAN [3]. An access points
supports communication of mobile computers. It is a
fixed computer connected not only to a wired network
to communicate with fixed computers and other access
points but also to a wireless networks to communicate
with mobile computers.

In a network system, applications are realized by
cooperation of multiple computers. Usually, a net-
work system is composed of widely available prod-
ucts including personal computers, mobile comput-
ers, engineering workstations, Ethernets, routers, re-
peaters, switches and so on. Hence, a mission-critical
application is not always realized in such a system.
Checkpoint-recovery [5,9,15] is one of the well-known
methods for achieving reliable and available network
systems. Each computer v; takes a local checkpoint
¢; where local state information of v; is stored into a
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stable storage. If a certain computer fails and recov-
ers, v; restarts from ¢;. A global checkpoint, which
is a set of local checkpoints, is required to denote a
consistent global state [5]. For achieving a consistent
global checkpoint in a cell-dependent wireless networks
with unreliable communication environment, this pa-
per proposes a novel hybrid checkpoint protocol.

2 Hybrid Checkpointing

A mobile network system MN = (MV, ML),
which is a kind of NV, consists of the following three
kinds of computers; fized computers F1, ... , Fy, mobile
computers My, ... , M,, and access points Ay, ..., A,.
F; is connected at a fixed location in the network
and communicates with other computers through a
high-speed wired network. In addition, F; has enough
resources such as processing power, disk storage to
achieve stable storage for storing the state information
at local checkpoints.

On the other hand, power supply in M; is restricted
since M; has only limited battery capacity. Com-
putation resources in M; is also limited. Process-
ing power in M; is lower than that in F; and M;
does not have stable storage to store the state infor-
mation at local checkpoints since M; does not have
enough disk storage capacity and the storage is un-
stable due to the movement of M;. M; moves from
one location to another. M; communicates with an-
other mobile computer or an access point in a trans-
mission range by using a wireless communication pro-
tocol, e.g. Bluetooth [1] and wireless LAN protocols
such as IEEE802.11 [2] and HIPERLAN (3] based on
CSMA/CA (Carrier Sense Multiple Access with Colli-
sion Avoidance).

A; is connected at a fixed location in the network.
If A; communicates with a fixed computer or another
access point, it communicates through a high-speed
wired network. A; also communicates with mobile
computers in a transmission range by using a wireless
communication protocol.

A wireless communication media is intrinsically un-
reliable and its bandwidth is lower than that of a wired
communication media. For reliable transmission of a
message m from a computer v; (a mobile computer
or an access point) to another computer vj, an ac-
knowledgment message a for m is transmitted from
v; to v; on receipt of m. If a retransmission timer
in v; is expired without receiving a, v; retransmits m.
In addition, since a wireless communication media is
broadcast-base, if a computer v; sends a message m to
another computer v;, all computers in the transmission
range of v; receives m.

Hence, the authors have proposed hybrid check-
pointing as shown in Figures 1 and 2 [9]. Here, a syn-
chronous checkpoint protocol and an asynchronous one
is combined based on the properties of fixed computers
and mobile ones.

[Hybrid checkpointing]

e Each fixed computer F; takes a local checkpoint
cr, by using a synchronous checkpoint protocol. A
set C' = {cp,,... ,cr, } of local checkpoints taken
by the fixed computers is referred to as a coordi-
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Figure 1: Checkpoint in hybrid protocol.

nated checkpoint.
e Each mobile computer M; takes a local checkpoint

cum; by using an asynchronous checkpoint proto-
col. O

At a local checkpoint cjy, in a mobile computer M;,
state information of M; is stored into a stable storage.
Since the disk storage in M; has only limited capacity
and is unstable, the state information of M; is stored
into a stable storage in a fixed computer Fj or an ac-
cess point Ay. M; fails to take ¢y, if M; moves out of
transmission range of any access point and the state in-
formation is not transmitted to any fixed computer and
access point. In addition, if battery power in M; is ex-
hausted, it is also impossible for M; to take cpz,. Thus,
M; takes cps, only if M; communicates with F; or Ay
and has enough battery power for taking cas,. Hence,
M; asynchronously takes cpy,, i.e. independently of the
other computers.

Figure 2: Restart in hybrid protocol.

M; has to restart execution of an application from
a local state consistent with C. However, ¢y, is not
always consistent with C' since M; takes cps; inde-
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pendently of the fixed computers. Hence, a kind of
log-based restart protocols [4,16,20-22] is applied as
shown in Figure 2. Messages transmitted between M;
and other computers after taking cys, are stored into
a stable storage. In recovery, M; restores the state
information at cjps, and the logged messages from the
stable storage. From the state at cps, M; replays a
sequence of events for the logged messages and gets a
state consistent with C'. During the replay, M; does
not exchange messages with other computers.

3 Wireless Communication Model

A mobile network system consists of mobile com-
puters, fixed computers and access points. Accord-
ing to restrictions for communication of a mobile com-
puter, there are the following four models; a central-
ized model, a cell-dependent infrastructured model, a
cell-independent infrastructured model and an ad-hoc
model. Here, a wireless cell of an access point Ay is a
transmission range of Ay.

In a centralized model, all messages transmitted
from a mobile computer in a wireless cell of an ac-
cess point are forwarded by the access point. Even if
two mobile computers M; and M; in a wireless cell of
an access point Ay are in a transmission range of each
other, a message m from M; to M; is transmitted to
Aj, then forwarded by Aj. Bluetooth [1] is a wireless
communication protocol based on this model.

wireless cell

.- ~

~ .
--------

network

F

Figure 3: Centralized model.

In a cell-dependent infrastructured model, a wire-
less network system is decomposed into multiple wire-
less cells each of which is supported by an access point.
If a mobile computer M; in a wireless cell of an access
point Ay sends a message m to another mobile com-
puter M; in the same wireless cell, m is directly trans-
mitted to M;. On the other hand, if M; is out of the
wireless cell, m is forwarded by Aj. m is transmitted
to M; through a high-speed wired network. In addi-
tion, if M; sends m to a fixed computer F;, m is also
forwarded by A;. IEEE802.11 [2], which is currently
the most widely available wireless LAN protocol, is
based on this model.

In a cell-independent infrastructured model, two
mobile computers in a transmission range communi-
cate directly and independently of wireless cells. If
mobile computers M; and M; are in a transmission

ge1d

wireless cell

Figure 4: Cell-dependent infrastructured model.

range of each other, a message m from M; to M; is
directly transmitted without help of an access point.
If M; and M; are impossible to communicate directly
and M; is in a wireless cell of an access point Ag, m
is forwarded by Aj. In addition, if M; sends m to a
fixed computer Fj, m is also forwarded by A;. HIPER-
LAN [3] is based on this model.

In an ad-hoc model, there is neither fixed computer
nor access point. A mobile network system consists of
only mobile computers. If mobile computers M; and
Mj are in a transmission range of each other, a mes-
sage m from M; to M; is directly transmitted. On the
other hand, if M; and M; are impossible to communi-
cate directly, m is transmitted with the help of other
mobile computers. That is, all mobile computers work
as routers.

In order to store state information and a message log
of a mobile computer into a stable storage of an access
point or a fixed computer, the mobile computer is re-
quired to communicate with an access point whenever
it communicates with other computers. Hence, hybrid
checkpointing is applicable to network systems based
on the centralized model [9] and the cell-dependent
infrastructured model [13]. In [13], reliable message
transmission is assumed. For logging a message m
transmitted from a mobile computer M; to another
one M; in a wireless cell of an access point Ay, Ay re-
ceives m which is broadcasted in the wireless cell. For
storing the logged messages into a stable storage by Ay
in the same order as that M has received, order infor-
mation of receipt events in M; is pigged back to an-
other message later transmitted from M. For reliable
transmission of m between M; and Ay, an acknowledg-
ment message transmission and retransmission timer is
required, i.e. M; waits for acknowledgment messages
from M; and Ay. Hence, modification of a wireless
communication protocol is required and many MAC
messages are exchanged.

4 Protocol

4.1 Overview

Same as the conventional hybrid checkpoint proto-
col in [13], a message m exchanged between mobile
computers M; and M; and the order information of
communication events for m are separately transmit-
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ted to an access point Ag. m is received by A when
m is exchanged between M; and M since m is broad-
casted in a wireless cell of A;. m is stored into an
unordered message buffer mbuf, in a volatile storage
in Ay temporarily. Transmission of m between M; and
M; is reliable by using acknowledgment messages and
a retransmission timer. If the timer is expired with-
out receiving an acknowledgment message for m, m is
retransmitted. However, it is not certain whether Ay
receives m since Ay is not a destination of m and does
not send an acknowledgment message for m. Each
message m carries sequences of communication events
on which a message receipt event r(m) causally de-
pends. If a message m is sent by a mobile computer
to Ay for forwarding m to a fixed computer or a mo-
bile computer out of the wireless cell of A, m is surely
received by an acknowledgment message and a retrans-
mission timer. In addition, m carries the order infor-
mation of all messages m’' whose sending and receipt
events causally depends on r(m). That is, m' is re-
quired for the mobile computers in the wireless cell of
Aj to get consistent local states with a coordinated
checkpoint C' for which a checkpoint request message
is received by Ay, after r(m). Hence, if a communica-
tion event of a message m' in M; is carried by m and
m' is not stored in mbuf,; due to loss of m, Ay requires
M; to retransmit m.

4.2 Message Logging Protocol

[Message Transmission from M; to M;]

1. At a message sending event s(m), in a mo-
bile computer M;, m.src = M;, m.dst = M;,
m.event_ids = event_ids;, event_ids; = ¢,
m.prec_mes_ids = prec_mes_ids; and an identifier
of m is added to prec_mes_ids;.

2. M; broadcasts m to all mobile computers within
a wireless cell of Ag.

3. On receipt of m (here, m.dst = M),
prec_mes_ids; = prec_mes_ids; U m.prec_mes_ids
and M; appends an identifier of m and of r(m)
to prec_mes_ids; and event_ids;, respectively. M;
sends back an acknowledgment for m to M;.
Without receipt of the acknowledgment, if a
re-transmission timer for m in M; is expired, M;
re-transmits m.

4. On receipt of m (here, m.dst # Ay), Ay looks for
a message which causally precedes m and has not
yet stored in an unordered message buffer mbuf;.
If a message m' is not stored in mbuf; and a
message log for M; and an identifier of m/' is in
m.prec_mes_ids, Ay requests a sender of m' to
transmit m’ to A according to a later discussed
re-transmission protocol.

5. Ay takes out a message m" which is received by
M; at a message receipt event whose identifier is
in m.event_ids out of mbuf; and stores m' into a
message log according to the order in m.event_ids.
Finally, A; stores m into a message log and into
mbuf;. O

[Message Transmission from M; to C out of a

cell of Ag]
1. At a message sending event s(m) in a mo-
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bile computer M;, m.sr¢c = M;, m.dst = C,
m.event_ids = event_ids;, event_ids; = ¢,
m.prec_mes_ids = prec_mes_ids; and
prec_mes_ids; = ¢.

2. M; transmits m to an access point A;. Without
receipt of an acknowledgment from Ay, if a re-
transmission timer for m in M; si expired, M; re-
transmits m.

3. On receipt of m, Ay sends back an acknowledg-
ment to M;, forwards m to a next hop for C' and
looks for a message which causally precedes m and
has not yet stored in an unordered message buffer
mbuf;. If a message m' is not stored in mbuf;
and a message log for M; and an identifier of m’
is in m.prec_mes_ids, Ay requests a sender of m/
to transmit m' to Ay according to a later discussed
re-transmission protocol.

4. Ay takes out a message m'' which is received by
M; at a message receipt event whose identifier is
in m.event_ids out of mbuf; and stores m'’ into a
message log according to the order in m.event_ids.
Finally, A, stores m into a message log. O

[Message Transmission from C out of a cell of
Ak to M]]

1. On receipt a message m from a computer C' out
of a wireless cell of A, to a mobile computer M},
Ay, stores m into mbuf; and forwards m to M;.
Without receipt of an acknowledgment from M;,
if a re-transmission timer for m in Ay is expired,
Ay, re-transmits m.

2. On receipt of m, M; appends an identifier of m
and of r(m) to prec_mes_ids; and event_ids;, re-
spectively. M; sends back an acknowledgment for
m to Ak.

[Re-transmission from M; to Ag]

1. If Ay detects a message m' which is not stored in
mbuf; and a message log for M; and an identi-
fier of m/ is in m.prec_mes_ids for a received mes-
sage m, Ay requests a sender of m' to transmit
m' to Ag. This re-transmission procedure is con-
currently executed with other procedures such as
message transmission and reception. Without re-
ceipt of m, if a re-transmission timer for m' in A,
is expired, M; retransmits the request.

2. On receipt of the request, M; sends m to A. O

4.3 Checkpoint protocol

Fixed computers F1,... , Fy take a consistent coor-
dinated checkpoint C' by using the following protocol:

[Coordinated checkpoint C]

1. A coordinator computer CS, which might be one
of the fixed computers, sends a checkpoint re-
quest message Creg to Fi,... ,Fyand Ay,... , A,
through a wired network.

2. On receipt of Creq, each F; takes a tentative lo-
cal checkpoint tcp, by storing the current state
information into a volatile storage.

3. Each F; and Ay, sends back a reply message Crep
to CS.

4. If CS receives all the Creps, C'S sends a final mes-
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sage Cfin to F1,... ,Frand Ay,...,A,.

5. On receipt of Cfin, each F; takes cp, by making
tcr, stable. Here, F; stores the state information
at tcp, in step 2) into a stable storage. O

In order to avoid orphan messages, each computer sus-
pends transmission of application messages while the
computer has a tentative checkpoint, i.e. between step
2) and step 5).

Next, we discuss how each mobile computer M;
takes a local checkpoint. Here, suppose that M; is
supported by an access point Ag. Ay takes a tentative
local checkpoint tcyr, independently of the other com-
puters. State information required for M; to restart
from tcpy, is carried by a tentative checkpoint request
message T'Creq. On receipt of T'Creq, Ay stores the
state information of M; into a tentative state log tsl;
in a volatile storage of Ag.

[Tentative checkpoint tcpy, in Ay)
1. M; sends TCreq to Ay. TCreq carries the current
state information of M.
2. On receipt of T'Creq, Ay, stores the state informa-
tion of M; carried by TCreq into tsl;. O

When fixed computers take a coordinated check-
point C, a checkpoint request message Creq is received
by every access point. On receipt of Creq, Ay stores
the state information at tcps, which is stored in a tenta-
tive state log tsl; into a stable state log sl;, in a stable
storage. In addition, Ay stores a sequence of messages
for achieving a local state consistent with C'. Some of
the messages are stored in a tentative message log tml;
and the others are required to be re-transmitted due
to the concurrent re-transmission procedure. If all the
required messages are stored in tml;, these messages
are taken from tml; and stored into a stable message
log ml;.

[Checkpoint Cypy, in Ag]

1. On receipt of Creq, Ay stores the state informa-
tion in tsl; into sl;. tsl; = ¢.

2. After receiving all the messages causally precedes
the receipt event of C'req and is required to be re-
transmitted, Ay stores these messages into ml;.
tmli = ¢

3. Ay, sends back Crep to a coordinator C'S. O

5 Evaluation

Here, we evaluate performance of the proposed pro-
tocol.

First, an average number of MAC messages trans-
mitted among mobile computers and an access point
for transmission of an application message from a mo-
bile computer M; to another one M in a wireless cell
of an access point Ay, is evaluated. For evaluation, the
proposed protocol P, is compared to an extended con-
ventional protocol [13] P, for reliable message trans-
mission in which an acknowledgment message is trans-
mitted not only from M; but also Aj. Let f be prob-
ability of message loss in a wireless communication
channel. M, and M, are evaluated average numbers
of MAC messages for P, and P,, respectively, where
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g=1-(1-f)>
a—32k{1— (1-g1H2}

Mp=<2+ f(f22 f)zkg (1-9)

As shown in Figure 5, M, is less than M, for any
0<f<1.

Next, average and maximum sizes of data in
a message header for achieving detection and re-
transmission of lost broadcast messages.

In our protocol, each application message carries a
sequence of IDs of messages causally preceding to the
message. The more messages are causally preceding,
the more IDs are carried. The ID sequence is cut off
when a mobile computer surely detects that a message
with the ID is stored in an accesspoint, that is, the
mobile computer receives a message sent after stor-
ing the message in a message log. Hence, the more
frequently mobile computers communicate with an ac-
cesspoint, the shorter the length of an ID sequence is.
Figure 6 and Table 1 show simulation results. Here,
20 mobile computers are in a wireless cell in an access-
point. Occurrence of message transmission follows a
Poisson proces with an average 100 msec. A message
ID is a tuple of a 4 byte mobile computer ID, e.g. an
IP address, and a 2 byte message sequence number. A
destination computer is randomly selected where prob-
abilities of selection of an accesspoint are 20%, 40%,
60% and 80%. The simulation results show that more
than 90% messages require a data field less than 200
byte. However, in order to guarantee correctness of
our protocol, the maximum required data size should
be supported. In order to keep the maximum data
size below some threshold, synchronization between a
mobile computer and an accesspoint should be intro-
duced. The design of the synchronization protocol is
one of our future works.
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Figure 5: Numbers of MAC messages.
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Figure 6: Size of Data in Message Header
[Probability (%) 20 | 40 [ 60 | 80 |

Maximum size(byte) | 1974 | 876 | 264 | 102
Average size(byte) 2544 ] 86.0 | 16.0 | 4.2

Table 1: Size of Data in Message Header

6 Concluding Remarks

This paper proposes a novel hybrid checkpoint pro-
tocol for supporting wireless LAN protocol such as
IEEE802.11. The proposed protocol is applicable in
a mobile network system based on a cell-dependent
infrastractured model with losses of messages due to
unreliable communication channels and existence of
hidden terminals. Compared with a conventional pro-
tocol extended by adding an acknowledgment message
transmission and retransmission timer for achieving re-
liable message transmission, our protocol requires less
MAC message. In addition, average and maximum
sizes of data in a message header are evaluated by sim-
ulation. In order to keep the size below some threshold,
synchronization protocol show be introduced.
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