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We propose CatchMe, a flexible sensing system for human’ s location in indoor public space. This
system analyzes a human’s image by using multiple cameras and detects three-dimensional position
and orientation. In this system, users do not have to bring any devices. Unspecified people exist in
indoor public space. To provide location-aware services in indoor public space, sensing system that
can apply to the movements of the unspecified people is necessary. This paper adapts a method
that sets priority according to the accuracy of the image which captures the user’s face. This model
makes multiple cameras cooperate and detects the user’s location. This tracking system can acquire
the location information by flexibly enhancing the area.

1 Introduction

As computer hardware advanced，many kinds of
sensing devices developed to perceive certain as-
pects of our environment[20]．As a result，various
technologies to acquire environmental information of
the real world was developed．Especially，location-
sensing technologies are becoming pervasive through-
out our surroundings[2]．Actually，as an outdoor
location-sensing technology，GPS will be installed in
all cellular phones in Japan by 2007[9]．

While location-sensing technologies are developing，
various location-aware services appear[16][15]．These
services inform us about beneficial information based
on our locations and movements．To increase the op-
portunity that we use these services，offered space
of these services have expanded．Many researchers
are proposing various location-sensing systems from
a private space such as home and office to a public
space such as department store and street.

Recent years，for the purpose of the crime preven-
tion service and navigation service，there has been
increasing interest in tracking system[21][13][11]. Var-
ious tracking systems are proposed for many location-
aware services now. Unfortunately，most systems
have focused on either research that fixes user’s po-
sition to specific area and analyzes user’s movement
or research that gives person small sensor, and an-
alyzes behavior．Accordingly, tracking system that
can flexibly change area, doesn’t give user any sen-
sors and acquires user’s orientation has not existed
yet.

In this paper，we will attmpt to step back and
consider the problem of person-tracking system in
a indoor public space．We design and implement
CatchMe, as a tracking system in a indoor public

space. CatchMe is vision-based tracking system us-
ing multiple cameras. To make a tracking area ex-
tend flexibly, this system proposes Face Priority Set
Model(FPSM). This system can flexibly enhance a
tracking area, in comparison with the traditional
vision-based systems. This paper presents a sample
application using CatchMe and evaluates the compar-
ison with an old research and this system. Final sec-
tion concludes the paper and remarks future works.

2 Basic Problem of Tracking People
in Indoor Public Space

Recently，various researchers are proposing the con-
struction of location-aware services by the progress
of the ubiquitous computing environment．These re-
searchers’ goal is to create supporting technologies
that everyday tasks in our life. For instance，it is a
surround application that considers person’s position.
This application automatically configures position of
the sound source according to the listener’s position
and orientation, and enables sound effects that fol-
lows the listener’s movement．

However, many existing researches targeted the
limited space for a specific person such as mem-
bers’office. We considered a basic problem of tracking
people in indoor public space. Some requirements ex-
ist to provide these services in indoor public space．
Four function requirements are following: generality,
flexibility, accuracy, performance.

2.1 Generality

This space is an environment where unspecified peo-
ple exist．In this space, the necessity of service in-
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tended for unspecified people is high. Tracking sys-
tem in this space should give the generality that can
deal with unspecified people.

To deal with unspecified people, the tracking sys-
tem reduce a load to which the user carries many
sensor devices. By reducing the user’s load, each tar-
get of the service can be expanded.

2.2 Flexibility

Location-aware service provided in the space uses
wide space compared with service as a private room．
For instance, considering about an advertising ap-
plication to follow to the movement of unspecified
people. An existing system cannot easily enhance the
tracking area because it installs many sensors on the
environment and users have to bring any portable
devices. According to the use of this space, a system
that can flexibly enhance the area where position is
acquired is necessary.

2.3 Accuracy

To spread various location-aware services，person’s
detailed location is requested．For example, there is
a service that displays a sight message in user’s di-
rection of a glance. In this case, location sensing sys-
tem should consider the user’s orientation and three-
dimensional position. Location-aware service can of-
fer information with high quality, by receiving a de-
tailed user’ location. To offer a detailed user’s locaton,
many existing system has limited the tracking are. In
this space, the system should not limit the position
and make it to a possible tracking in wide space.

2.4 Performance

An important thing is a performance because it op-
erates the system. When thinking about the per-
son’s tracking service, A high processing speed is
demanded. In this space, many poeple are moving.
Follow-me service cannot be provided if there is no
high performance. For example, a human’s walking
speed is called four kilos per hour. To track the per-
son’s walking, the system that is treatable of this
speed is necessary.

3 Existing Location Sensing
Technology

A lot of location sensing systems already ex-
ist[1][19][17]. These location sensing systems have dif-
ferent strengthes and weaknesses according to the
technology. This paper measures the progress level
of those technology.

We compare existing technologies and selects the
best technology for the construction of tracking sys-
tem in the indoor public space．This paper shows
the feature of an existing technology(Table 1)．This

Table 1. Evaluation of Existing Technology

Technology item1 item2 item3 item4

supersonic × 5cm ○ ○
RFID × 15cm × ×
Wireless LAN × 300 - 400cm ○ ×
Earth Magnetism × 200 - 300cm × ○
2D code × 100cm ○ ○
Image Analysis ○ 10cm × ×
Pressure ○ 10cm - 100cm × ×
item1: Form of Use: ○＝ not portable，×＝ portable
item2: Granularity of location information
item3: 3D-position: ○＝ able，×＝ disable
item4: Orientation: ○＝ able，×＝ disable

table shows the achievement level of a tracking sys-
tem. The item is four(item1～4) because it chooses a
suitable technology for the indoor public space.

As this table shows, the system filled with all re-
quirements has not existed yet．Next, we show the
realizability of each technology in the table(Table 2).
The item that has already been achieved is ”1”, the
item that can be achieved is ”2”, the item that cannot
be achieved is ”3” by now.

Table 2. Realizability of Existing Technology

Technology item1 item2 item3 item4

supersonic 3 1 1 1
RFID 3 1 3 3
Wireless LAN 3 2 1 3
Earth Magnetism 3 2 3 1
2D code 3 2 1 1
Image Analysis 1 1 2 2
Pressure 1 1 3 3
item1: Form of Use
item2: Location Granularity
item3: 3D-position
item4: Orientation

We paid attention to the image analysis technology
as shown in this table. The image analysis is a tech-
nology that has progressed rapidly in recent years.
Especially, as the necessity for specifying the person
by the image is caused in many fields，the research
is actively done for the person detection and the face
recognition. However, the element of a face still nec-
essary for a specific person has not been clarified yet.
It will be thought that the image analysis technology
advances from various approaches in the future.

4 Approach of CatchMe

We designed CatchMe to sense the human’s posi-
tion and orientation in indoor public space. We con-
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structed our tracking system to support location-
aware service in intelligent environment．

This intelligent environment is designed like a liv-
ing room，with a couch, a TV, a coffee table and
many embedded sensors(mote, smart-its, webcamera
etc)．The room is shown in Figure 1．The area of
this room where the person can move is about 20
square meters. We constructed vision-based system
by setting up many cameras in this room.

This paper explains the system, and the assump-
tion environment, potential application and apploach
of this system.

Fig. 1. Intelligent Environment

4.1 Assumption Environment

To provide location-aware services, location informa-
tion is needed in a actuator and sensor. location sen-
sor is installed in actuator and sensor, and construc-
tion of the location management system is assumed.
In this system, user’s location information is acquired
by two or more embedded cameras. Therefore, this
paper assumed that a AreaServer which manages lo-
cation information of many actuators and sensors．
The AreaServer always acquires the position and the
orientation of actuator and the sensor.

4.2 Potential Application

There are many researches based on location-aware
services now. This chapter introduces many services
that this system targets. We classify the tracking ser-
vice for which it is used by the indoor public space.

– Follow-Me Service
Follow-me service offers information with the
nearby device according to the person’s move-
ment．And triggering events based on location
and person’s motion，such as the sound effect ex-
ample(Fig 5) and above．This service provides in-
formation matched to each people’s behavior. To
provide this service, a location granularity and a
performance are requested.

– Security Service
Security service observes user’s movement and
motion, and discovers the prowler or understand-
ing a person’s behavior in order to assist him or
her．For example, there is a service that navigates
the person who has lose his way in the airport.
A demand for the prowler discovery service has
risen along with the rapid increase of the crime
rate in recent years．To provide these services, it
is necessary not to give the user the sensor and
to acquire person’s position widely.

– Notify Service
Notify service does the messaging according to
person’s position and orientation．The method
of doing the messaging becomes abundant，The
research of service is advanced in various fields．
The demand is high in a indoor public space with
a lot of actuators that do the messaging.

– Device Control Service:
Device Control Service can offer various interac-
tions by observing person’s movement. According
to the action of the indoor person, an intuitive in-
teraction can be offered.

4.3 Approach

CatchMe acquires user’s location information accord-
ing to three steps. First, two or more cameras ac-
quire user’s face image. Next, CatchMe analyzes the
face image, and sets priority to the image informa-
tion. Finally, the system selects the image according
to priority and calculates the location information.

In this research, we proposes Face Priority Set
Model. Catch Me system specifies user’s three-
dimensional position and orientation according to
this model. Figure 2 indicates it by a simple chart.
The flow is shown in this chart. Arrows indicate some
actions.

Fig. 2. Behavior of Face Priority Set Model

1. Each of the cameras notify user’s location infor-
mation

2. Each of the services notify the location granu-
larity. For example, if a Follow-Me service is pro-
vided, the service requests a location information,
about 30cm grain degree.
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3. According to the service’s request, face priority
are listed. High priority is put on the camera to
be able to acquire the user accurately.

4. A location information is calculated by using the
camera with high priority.

5. Then, the location information is returned. This
flow is repeated as follows at each service.

Key point of this model is how to set the priority.
A basic way to put priority is accuracy of the face
image. High priority is set to the image that it is the
largest and the error is little. When a service demands
a in-depth location granularity, a camera image that
roughens more than the demand is deleted.

Many accident errors are caused in the face recog-
nition by the image analysis in the place where a lot
of backlights and obstacles exist. The accident error
of the location information can be reduced by using
this model.

5 Design & Implementation

In this section, Hardware composition and software
architecture of CatchMe.

CatchMe uses multiple cameras, each connected
to its own PC on Linux(2.6.4). CatchMe uses web
cameras(300,000 pixels, viewing angles 44 degrees).
Area server manages the location information of those
cameras and many actuators. And, CatchMe Server
that calculates a user’position and orientation exists.
Each application program receives information with
UDP. In this implementation, the cameras are con-
nected on a local network, and we excluded the delay
of the system as much as possible. Next, the outline
of software is described.

This software’s implementation used MALib[8] to
detecte the face. The image processing technology
improves, and various image processing libraries are
developed in recent years. Now, a following library
is represented as open source, OpenCV, ARToolKit,
Malib．OpenCV[3] is image processing API that in-
tel offers. This API is offering the library optimized
to cpu made of intel. ARToolKit[10] is a library to
make an application of AR(Augmented Reality). AR-
ToolKit acquires a location of a marker by taking a
picture of a marker. And, there is MALlib as image
processing API for Linux. The feature of Malib is face
detection API.

CatchMe detects the face area by using MALib,
and calculates centroid and a center point from the
face area(Figure 3). This centriod point is adjusted
to the position of the face. And orientation of a face
is detected from a difference between this centriod
point and the center point.

An existing system that can acquire the user ori-
entation was not able to part near the camera. In
this system, a user orientation of the face about 5m

Fig. 3. face detect

away from the web camera can be detected by us-
ing this technique. However, this changes according
to the performance of the camera and environment.

Priority is put on the image taken with each web
camera(Figure 4). The system calculates a three-
dimensional position by using two face images with
high priority. The calculation of a three-dimensional
position uses the triangulation. It is assumed that
a series of camera parameter(viewing angle, num-
ber of pixels, and location information of camera) is
already-known. Therefore, this system can calculate
the angle per pixel.

Fig. 4. tracking target

6 Evaluation

This paper implement CatchMe, a person-tracking
system indoor public space as a prototype．This pa-
per does a qualitative evaluation and a quantitative
evaluation. A qualitative evaluation is compared with
a existing system using image analysis. The quantita-
tive evaluation is done about the processing time to
calculate the location information and location gran-
ularity. The place of the evaluation used smart space
in Keio University. Four cameras were set up in the
space of 20 square meters. To avoid direct sunlight,
the room put a blackout curtain. The evaluation re-
sult of the location granularity was as follows(Table
3).

As a result of showing here, it changes depending
on the number of cameras. However, it is understood
to be able to acquire person’s location information
accurately.
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Table 3. location granularity

System Name CatchMe
Location 25cm
Orientation 30°
Number of Camera 4

We mesured the time spent on the image analysis.
This paper evaluate the time that CatchMe calcu-
lated. The following evaluations were obtained in the
position and the orientation calculation. The speed
took the average of 100 operation. To measure the
image processing speed, the measurement used the
read-time stamp counter(RDTSC). The following are
the results(Table 4).

Table 4. processing speed

system name location orientation

CatchMe 150.56ms 200.01ms

The processing time was made a minimum in not
calculating the characteristic of the face in this re-
search. The target of this research is to keep the per-
formance to be able to follow to the person’s move-
ment. As a result, this system can provide those ser-
vices.

We compared it with the existing system like to this
system. A qualitative evaluation evaluated the follow-
ing, Generality, Flexibility, Accuracy. The qualitative
evaluation is as follows(Table 5).

Table 5. Qualitative evaluation

system Generality Flexibility Accuracy

CatchMe ○ ○ ○
Aware Home △ △ ◎
Easy Living △ △ ○
Activity Zone ○ △ ◎
evaluation： ◎=very good,○=good,△=bad

As for CatchMe, it is understood that there are a
lot of advantages in the indoor public space compared
with other image analysis systems.

7 Discussion & Conclusion

As a demonstration of our system, we present Track-
ableSound(Figure 5). TrackableSound automatically
configures position of the sound source according to
the listener’s position and orientation, and enables

sound effects that follows the listener’s movement.
TrackableSound is one of the Follow-Me services. In
this experiment, it was a performance enough for the
user’s follow.

CatchMe is a tracking system intended for in-
door public space. There are some problems to of-
fer CatchMe by the indoor public space. CatchMe
was made by existing image processing API. MALib
detected user’s face from color information in the im-
age. There is sometimes a mistake because only color
spectrum is using it. It is necessary to improve the
alogrithm of the face detection to decrease a judg-
ment mistake of the image analysis.

CatchMe calculates rough, because the location is
specified based on priority. To use the image analysis,
a few errors are caused. It is necessary to improve the
location granurality to make an interface of the eye.
The location granurality is improved by increasing
the number of cameras used.

There is privacy as a problem that should be
thought in the future. Privacy is one of the hottest
topics now. Many poeple meet with strong opposi-
tion setting camera in indoor public space, because
the camera senses many information. However, there
is a coping strategy by limiting limitation of instal-
lation area of camera and filtering image. There are
research topics because it constructs a tracking sys-
tem in indoor public space.

Fig. 5. TrackableSound

8 Related Works

The area of vision-vased tracking is very active
with work in face tracking, gesture understanding,
body-part tracking. We concentrate here on work in
person’s location tracking system. The work most
closely related to ours is that of Haritaoglu and
Daviswith a series of outdoor person-trakers named
W4[5], W4S[7], and Hydra[6]. Their systems include
grayscale appearance modelingthe ability to add and
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delete people over timeand the ability to track people
whose silhouettes overlap

Another related work is that of Darrell et al-
who use face detectionIn the part of the DARPA
VSAM project[4], CMU has created an elaborate
system for video-based surveillace. Using multiple
pan/tilt/zoom cameras, their system classifieds and
tracks multiple people and vehicles as they move
about outdoor. Rosales and Sclaroff describe a multi-
person tracking system that unifies object tracking,
3D trajectory estimation, and action recognition from
a single video camera[18].

Recently, There is a Easy Living project[14] by
John Krumm, Steve Harris. It uses two set of color
stereo cameras for tracking multiple people, during
live demonstrations in a living room. The stereo im-
ages are used for locating people, and the color im-
ages are used for maintaining their identities. As a
research that makes the best use of the characteristic
of the camera, there is a Activity Zones by Kimberle
Koile, Konrad Tollmar[13]. It showed how to semi-
automatically partition a space into activity zones
based on patterns of observed user location and mo-
tion.

Rick Kjeldsen and Jacob Hartman researched the
design issue ofthe vision-based computer interac-
tion[12]. In this research, a method of designing
vision-based system is dscribed from the aspect in
interface.
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