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In distributed applications like computer supported cooperative work (CSCW), multiple peer processes are
required to cooperate to make a global decision, e.g. fix a date for a meeting of multiple persons. We discuss how
multiple peer processes make a decision to achieve some objectives in a peer-to-peer (P2P) overlay network. Here,
every process is assumed to be peer and autonomous. A domain of a process is a collection of possible values
which the process can take. An existentially dominant relation shows what values a process can take after taking
a value. In addition, values are also ordered in the preferential relation. Based on the existential and preferential
relations, each process takes the most preferable value in the domain, which is dominantly preceded by the value
v. In this paper, we discuss how every process makes an agreement on a tuple of values while each process can
change the value according to the existential and preferential relations. In this paper, we discuss a coordination
protocol in a type of heterogeneous system where every pair of processes have the same domain but may have
different existential and preferential relations.
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1. Introduction v;. A domain D; ofa process p; is a set of possible val-
ues which p; can take. The process p; in turn receives
values vy, ..., v, from other processes in a group G.

In distributed applications like computer supported From a tuple (v1,...,v,) of the values, a process p;

cooperative work (CSCW) [3], a group G of multiple
peer processes pi,. .., P, are cooperating to achieve
some objectives by exchanging messages with each
other in peer-to-peer (P2P) overlay networks. For ex-
ample, multiple peer processes fix a schedule of next
month in a project. Thus, multiple processes are re-
quired to make an agreement in a group. In order to
make an agreement, each process p; initially takes a
value v; and notifies the other processes of the value

obtains one value v. For example, a majority value v
inatuple (vq, ..., v,) of values is taken. Protocols for
making an agreement on a value are discussed in pa-
pers [2,4] where each process p; does not change the
value v;.

In the atomic commitment control on multiple
database systems [1], there are one client process pg
and multiple server processes pi,...,pn. A process



p; can take one value which is 0 (abort) or 1 (com-
mit) in a binary domain D; = {0, 1}. One coordinator
process, i.e. client process po asks every server pro-
cess p; to notify of a value, i.e. 0 or 1. Only if every
process takes 1, every process agrees on the value 1.
Otherwise, every process takes 0 even if some of them
notifies 1. A process which makes a decision on the
value 0 unilaterally aborts. However, a process which
notifies the value 1 takes 0, i.e. aborts if the global
decision of the coordinator process pg is 0. Thus, 0 is
more dominant than 1 because a process notifying 1
may change the value with 0 but a process notifying 0
cannot change the value with 1.

In agreement procedures of our life, a person often
changes the opinion after saying something to others
so that every process can make some agreement in a
cooperative society. In addition, a person cannot arbi-
trarily change the opinion but can change the opinion
with ones depending on the previous opinion. That is,
a current opinion of a person depends on the previous
opinion. We define an existentially dominant relation
=<FE [5] on a domain D; of each process p;. In the
commitment protocol, 1 <P 0 as presented here. Fur-
thermore, a person takes a value out of more than two
values 0 and 1, i.e. the domain includes multiple val-
ues. In addition, each peer has preference on values in
the domain. For example, a peer p; can take any one
of vp and v after taking a value vy, i.e. vo and v ex-
istentially dominating v;. Here, if the peer p; prefers
vy to v3 (v3 jf-’ v2), the peer takes v,. Values in a
domain D; of each process p; are partially ordered in
the relations jf and jf . Each process p; is charac-
terized in terms of the domain D; and the relations <7
and <7, p; = (D;, 2P, =F).
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In this paper, we discuss a coordination protocol for
a group of multiple peer processes to make an agree-
ment on some values notified by the processes. A sys-
tem is a set of processes. A some pair of processes in
a heterogeneous system have different domains or dif-
ferent relations. In this paper, we discuss a coordina-
tion protocol in a type of heterogeneous system where
each process has the same domain but may have par-
tially ordered relations different from another process.
Initially, each process does not know anything about
the relations of every other process. A process p; can
learn which value dominates others and is preferred to
a value in another process p; through exchanging val-
ues with p;. A process p; can take one of possible
values which more processes may be able to take by
taking usage of knowledge about the other processes.

In section 2, we discuss a model of distributed co-
ordination of multiple peer processes. In section 3,
we discuss a basic coordination protocol. In section 4,
we present a coordination protocol for a heterogeneous
system.

2. Dominant Relations
2.1 E-dominant relation

A system S is composed of n (> 1) peer processes
P1,...,Pn. Let P be aset {p1,...,p,} of the pro-
cesses in the system S. Each process p; takes a value
v; and notifies the other processes of the value v; in the
coordination protocol of the processes in P. A domain
D; of a process p; is a set of possible values which the
process p; can take.

In the coordination protocol, each process p; ini-
tially takes a value v in the domain D; and noti-
fies the other processes of the value v). A process
p; receives a value v;’ from every other process p;
(G =1,...,n,5 # n). The process p; takes another
value v} from a tuple (v9, ..., Q) of values which p;
receives from the other processes. This is the first
round. Then, p; notifies the other processes of the
value vil. Thus, at the t** round, p; collects a tuple
vl = (iT i L uit ) of the values ob-
tained. If the tuple v¢~! does not satisfy the agreement
condition, p; takes one value from the tuple v*~! as an
agreement value. Otherwise, p; takes a value v! in the
domain D; and notifies the other processes of the value
v} as shown in Figure 1.

P, P, P

uH uHt

1
vt -1 Y

time

Figure 1. Round +1.

In the commitment protocols [1,6], a process which
notifies commit (1) may take abort (0) if the coordi-
nator process indicates abort. Here, a process which
notifies 0 cannot take 1. Thus, there are a subset C(v)
(€ D;) of values which each process p; is allowed to
take after taking a value v. Each process p; can take a
value v} after v} ™! in the domain D; if p; can change
the value vi™! to v} at round ¢. Here, p; changes the
opinion from the value vf‘ lto v}. If p; cannot take any
value from a value v} ™, p; still takes v~ as v?. Here,
a value vy, is referred to as existentially (E) precede a
value v;;, with respect to a process p; (vix —; vip) if
and only if (iff’) the process p; can change the value v,
to vip, (—;C D2). In the commitment protocol, 1 — 0
but 0 /4 1. In some agreement protocol, a process p;
cannot take any value which p; has so far taken. Here,
Uik 7i vip, if p; had not taken v;p,.



There are two points on the transitivity of the ex-
istentially (E) precedent relation —;; —; is transitive
or not transitive. If the E-precedent relation — ; is not
transitive, we introduce a transitively E-precedent re-
lation =>;. A value v; tranmsitively E-precedes another
value v, in a domain D; with respect to a process
pi('Ul =i 112) iffa) V1 —; U2 Or b) V1 = V3 = U2
but v; #; vy for some value vz in D;(=;C D?).
Suppose that v —; vo —; v3 but v1 4; vs, ie.
v =; v3. Here, the process p; can take a value ve
but cannot take a value v just after p; took a value vy .
In this paper, we assume the dominant relation —; is
transitive. Here, the process p; can take vz only after
taking vs.

vi <F we if vy —; vy but vy A vy A pair
of values v, and vy are existentially (E) equivalent
(v1 =F o) iff vy —; vy and vo —; v1. A pair of
values v; and vy are existentially (E) independent (v,
|E va) iff neither vy —; vy nor vy —; vy.
[Definition] A value v dominates a value v in a pro-
cess pi(vg le ”()1) iff vy _<1E V1 Or V1 ElE Va.

An E-dominant relation “vg jiE v1” means that
a process p; can take a value v after taking a value
v2. A transitive E-dominant relation > £* is defined as
Vg jiE* vy iff vy jiE V1 Or v; =>; vy for every pair of
values v and vq in D;. If the E-precedent relation —;
is transitive, <F = <&~

A domain D; is partially ordered in the E-dominant
relation <Z. A least upper bound (lub) of values v,
and vy (v1 U wy) is a value vz in the domain D; such
that v <F v3, vo <F v3, and there is no value v4 such
that v; <P vy <P vz and vz <F vy <F v3. Sup-
pose there are a pair of processes p; and ps notifying
one another of values v; and v,, respectively. Suppose
the processes p; and p» have the same E-dominant re-
lation, <P = <F = < on the same domain, D; =
Dy = D. If there exists a least upper bound(lub) vs
= v; U® vy, both the processes p; and p, can take the
value vs after taking v; and vq, respectively, i.e. make
an agreement on v3. A greatest lower bound (glb) of
values v; and vy (v1 NZ wvy) is a value v3 in D; such
that vs <P vy, v3 <F vy, and there is no value v4 such
that vg le V4 jZE v1 and v3 le V4 le V;n. The pro-
cesses p; and pq can also take the greatest lower bound
vg =v1 NF vy as an agreement value if the processes
can take previous values again. In this paper, we as-
sume there exist a pair of special values, bottom J_f
and top T where LF <F yand v <F TF for every
value v in the domain D;. This means that a process p;
can take any value in D; after taking the bottom value
LE. On the other hand, a process p; taking the top
TE cannot change the value. In the commitment con-
trol protocol [6], each process p; has a binary domain
D; = {0,1} where 1 <F 0. Here, 0is TZ and 1 is
1B,

A lattice L; = (D;, =P UP NF) is thus defined for

each process p; (:=1,...,n). Figure 2 shows a Hasse
diagram of the E-dominant relation < £ of a binary do-
main D; = {0, 1} in the commitment control. Here, a
directed edge o — 3 shows o <P 3. The value 0
E-dominates the value 1 in the domain D; = {0, 1}.
[Definition] Let <7 and <¥ be E-dominant relations
of processes p; and p;, respectively. <F and jJE are
existentially (E) consistent (XF =~F jf) iff for every
pair of values v; and vy in D; N? Dj, vy <2 v; does
not hold iff v, <X¥ v,.

<P and =¥ are E-inconsistent (X; %% =;) iff <P
and jf are not consistent. jf is more E-restricted
than jf iff <F and ij are E-consistent (<; =F <)
and XF D <¥.

Figure 2. E-dominant relation.
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Let us consider an agent-based auction system as an
example. A system is composed of multiple processes
each of which plays a role of an agent of a person.
A process first shows proposed price for some goods.
Then, each process obtains the maximum price among
the price values from the other processes. A process
showing the maximum price is referred to as leading
process. The other processes are secondary processes.
If a secondary process still would like to get the goods,
the process bids more higher price than the maximum
one. If a process would not like to get the goods, the
process notifies the other process of quit. Here, if a
process quits the auction, the process cannot join it
again. If a process would like to just observe the auc-
tion for some time units and join it later, the process
notifies the other processes of /isten. If a leading pro-
cess p; showing the maximum price still shows “bid”
and every other process /istens or quits, the process p;
bought the goods. The domain D includes values {
bid, quit, listen, bought }.

In the E-dominant relation < (C D?), a pro-
cess p; makes a decision on a value v' which p; no-
tifies to the other processes depending on a value v
most recently taken. That is, p; takes a value v’ where
v <P ', Let CornP (v1) be a set {vg | v; 2E* vy}
of values which a process p; can eventually take from
a value v1. Let Next?(v1) be {vg | v <F wo} of
values which p; can take next from v;. Next?(v;) C
Corn®(vy) for every value vy in D;. If <F is tran-



sitive, Next? (v1) = Corn¥ (v). A universal domain
D of a system S is a union of domains D1, ..., D, of
the processes p1,...,pn, D=D1U...,UD,.

2.2 P-dominant relation

Suppose a process p; can take a pair of values v
and vy after v in the E-dominant relation le, ie.
vz =<F v; and vz <F vo. The process p; has to take
one of the values v; and vs. Here, if the process p;
prefers v to vy (ve j{’ v1), the process p; first takes
vi. =P is a preferentially (P) dominant relation on
the domain D;, <P C D?. The least upper bound UY
and greatest lower bound N/ are defined for the P-
dominant relation <F. There are special values, top
TP and bottom L ¥ with respect to the P-dominant re-
lation =¥ in the same way as the E-dominant relation
=F.

Let D be a domain {J (Japanese), C (Cantonese), S
(Sichuan), U (Uyghur), / (Italian), F (French)}, show-
ing types of meals. A process p; has the P-dominant
relation jf’ as shown in Figure 3. For example, C jf
S,CUF F=1,and S NF I=C. Suppose a process p;
takes C and p; takes F. The processes p; and p; have
the same P-dominant relations jf = jf = <P Here,
C UF F =1 The processes p; and p; can take / as an
agreement value.

_D

Figure 3. Hasse diagram of P-dominant
relation.

As discussed, values are partially ordered in E- and
P- dominant relations jf and jf in a domain D;. A
value v1 dominates a value vs in a process p; (v1 =;
vy) iff the following conditions hold:

1. (%) le V1.
2. vp 2P vy if vy EiE Vg,

The least upper bound U; and greatest lower bound
N; are defined for the dominant relation <;.

2.3 Types of systems

Systems of processes p1, . . ., p, are classified into
homogeneous and heterogeneous ones in terms of do-

mains and relations of the processes. A system S of
processes pi,...,D, is referred to as fully homoge-
neous iff D; = Dj, XF =<7, and < = < for every
pair of processes p; and p; in S. A system is homo-
geneous iff D; = D; and <P = ij for every pair of
processes p; and p; in S. Here, some pair of processes
p; and p; may have different P-dominant relation <7
#* jf . Every process p; can make the same decision
v1 U; - - -U; v, on a tuple of values vy, . . ., v, received
from the other processes. A system in the commitment
control is homogeneous.

A system S is referred to as heterogeneous if D; #
Dj or X; # =X, for some pair of processes p; and p;.
For example, suppose a system S is composed of a
pair of processes p; and p;. Here, the process p; has a
domain D; = {a,b,c} whenc =; b =; aand p; has a
domain D; = {a,b,c} where b = a and ¢ =; a in the
system S. Here, the system .S is heterogeneous since
D; = D; but X; and <; are inconsistent (X; Z =X;).
Heterogeneous systems are furthermore classified into
domain-homogeneous (DH) and order-homogeneous
(OH) heterogeneous types of systems. A system S
is domain-homogeneous (DH) heterogeneous iff S is
heterogeneous and D; = D; for every pair of pro-
cesses p; and p;. In the DH heterogeneous system, an
existential (E-) dominant relation jf may be incon-
sistent with another relation ij even if D; = D, for
every pair of precesses p; and p;. The system S is DH
heterogeneous since D; = D;. A system S is order-
homogeneous (OH) heterogeneous iff S is heteroge-
neous but <F = <F and < = <P for every pair of
different processes p; and p;. A system S is fully het-
erogeneous iff D; # D; and <; # =; for some pair of
different processes p; and p;.

Systems are also classified into static and dynamic
types of systems. In a static system, each process p;
cannot change the domain D; and E- and P-dominant
relations < and <”. In a dynamic system, each pro-
cess can change the domain and dominant relations.
For example, a process p; adds some values in the do-
main D; and a new relation in a dominant relation. In
this paper, we discuss homogeneous and DH hetero-
geneous systems which are static.

3. A Basic Coordination (BCoRD) Protocol

We discuss a basic coordination (BCoRD) proto-
col for multiple peer processes p1, ..., p, to make an
agreement. Let P be a set of processes p1,...,Dn.
Each process p; is characterized in terms of a lattice
L; =(D;, =,U;,N;) as discussed.

[Coordination Protocol BCoRD(P)]

1. Initially, #=0and V; = (L, ..., L) for every pro-
cess p;.



2. One process sends a notification request (val-req)
to every process p; in the process set P.

3. On receipt of the notification request (val-
req) from a process p;, each process p; takes
a value v! in the domain D;, where v{ =

GD;({(L,...,1)). Then, the process p; sends the
value v} to all the other processes in the set P.

4. On receipt of a value v; from a process p;, a pro-
cess p; stores v} in buffer V;. If the process p;
receives values from all the processes p1, . . ., pn,
the process p; does the following steps for a tuple
(vi,...,vL) in the buffer V;:

(a) If the agreement condition
AC;((vh,...,v8)) is satisfied, vit! =
GD;((v8,...,vt)). Here, the value vit!
is a global decision. The process p;
terminates.

(b) Otherwise, the process p; takes a value v ™!
= LDy((vt,...,vt)).

o t=¢t+1.

e The process p; sends the value v!*! to

all the other processes and goto step 3.

A predicate AC; is the agreement condition on
a tuple of values vi,...,v,, AC;: D; X -+ X
D, — {True,False}. Every process p; has the
same agreement condition AC; = AC in this pa-
per. At each round ¢, each prcess p; holds a tu-
ple (vi,...,vt) of values notified by the processes
Pi,...,Pn. Here, if the agreement condition AC;
((vt,...,v%)) is true, the coordination protocol ter-
minates for a tuple (vi,...,v%). For example, in the
majority agreement, if there is a majority value v in
the tuple (vi,..., %), the agreement condition AC;
((vi,...,v%)) is true.

A function LD; is a local decision function which
gives a value v!*! in the domain D; from a tuple
(vt,...,vt) of values, LD;: Dy x -+ x D, — D;.
Here, v} <P v/, If there are multiple values which
existentially dominates vf, the process p; takes one
of them. One strategy is p; takes the least preferable
value in them. In a homogeneous system, < = <,
ie. =F=<F <P =<P and D = D; for every
process p; in the process set P. vi*? is given a least
upper bound(lub) vi UF ... UF ! in every process
p;. In the order-homogeneous (OH) heterogeneous
system, each process p; can also take a least upper
bound vt UF ... UF v since every process has the
same dominant relation <. Here, if there are multiple
lubs I1,...,0ln (m > 1), 1; UF,... ) UF [, is taken.
On the other hand, in the other types of heterogeneous
systems, v§ UF - - UF vf, # vf UF ... UF o}, forsome
pair of processes p; and p; since p; and p; have differ-
ent E-dominant relations, <; = =<;.

A function GD; is a global decision function which
gives a value v; which a process p; to take as the
global decision, GD;: Dy X --- X D, — D;. GD;
depends on the agreement condition AC;. For ex-
ample, GD;((vt,...,vL)) takes a majority value in
{vt,..., vt} if AC; is the majority agreement. There
are the following types of the agreement conditions:

1. Atomic condition: AC; ((vt,...,v%))=True and

v=GD; ((v},...,vt)ifvi=... =v} =v.

2. Majority condition: AC; ((vi,...,vt)) = True
and v = GD; ((v%,...,08))if | {of | v} = v}
| >n/2.

3. Consonance condition: AC; ((vf,...,vt)) =
True and v = GD; ((v%,...,0)) if v} # of for
every pair of different values v§ and v,{.

4. General condition: AC; ((v%,..., %)) = True, if
some condition defined by an application is satis-
fied for (vi,...,vLk).

p, P e,
v} v} vy

t

7 Ly P

t+1

time

Figure 4. Rounds.

4. A Heterogeneous (HCoRD) Protocol

We consider a coordination protocol in a domain-
homogeneous (DH) heterogeneous system S, where
there are n (> 2) processes p1, ..., p,. In the paper,
we assume every process p; has no P-dominant rela-
tion <% for simplicity, <; means <. The protocol
is referred to as heterogeneous coordination (HCoRD)
protocol. Here, each process p; has a same domain D;
=D={v1,...,um} (m > 2) while the dominant rela-
tion is not the same, < # =<, for some pair of differ-
ent processes pi and pj. Differently from a homoge-
neous system, a process p; cannot take as an agreement
value, the least upper bound vt U; - - - U; v}, for a tuple
(vt,...,v}) of values received at round ¢ because v}
Ui---Ug v # 0t Uj - - Uj vf due to the difference of
the dominant relations <7 # <¥ and <P # <F for
some pair of different processes p; and p;. We also
assume that the system S is static, i.e. the domain D;
and the dominant relation <; and =<; of each process
p; are invariant.

Initially, every process p; does not know anything
about the dominant relation <; of another process p;
( # 7). In the coordination protocol, the processes ex-
change values with each other. If a process p; receives



a value v; after another value v, from another process
P4, the process p; perceives that v <; vy in p;. Thus,
the process p; learns the dominant relation < ; of an-
other process p; through communicating with p;. The
dominant relations of the other processes which a pro-
cess p; obtains through communication are stored in
the local database DB; of the process p;. Let <;; be
a part of the dominant relation <; which a process p;
knows, =;; C =;. That is, if a process p; receives a
value vy after v; from another process p;, v1 <i; v2
in the process p;.

First, each process p; receives a tuple of values
(vf,...,vt) at round ¢, where each value v¢ is re-
ceived from a process p; ( =1,...,m). A process
pi takes one value v!™! such that v} <F oIt e

Vit = LDy((vt, ..., v%)) if the agreement condition
AC;({vh,...,vt)) is not satisfied. The process p;
finds a value v} fora tuple (vi,...,vf ... vt ) by
the following procedure FFind;:

FFind;({(vi,...,v%))

1. If Next;(v!) = @, return (NULL).
2. LetI beaset {v | v € Newt;(v}), ie. v =;
v} and vt -<E v for every value v‘} for a tuple

(vt, ... k). , Take a value v where v = v for
every value v’ in I, return (v).

3. Otherwise, let J; be a set {v | v € Neat;(v})
and | {p; | vt =ij vit'} | is the largest}. Take
a value v where v’ <; v for every value v’ in the
set J;, return (v). Find a value v*! in Next;(v?)
such that | {p; | v} =i; v/*'} | is the largest. If
found, return (v!t1).

4. Otherwise, the process p; takes one value v!*! in
Nezt;(v}), for example, such that | Cornl(vt'H)
| is the largest. return (v ™).

The procedure F Find;((v¢,. .., U t)) takes a value

H'l dominating the current value v!. This is a for-

wardmg strategy since we are always going up to up-
per bounds in the lattice L;.

If a process p; could not find a value v!*t! =
FFind;((vi,...,v%)), the process p; takes a back-
ward strategy. Suppose a process p; takes a value v!
and another process p; takes a value v;» at round t.
Suppose the process p; could not find a least upper
bound(lub) vt U; 1;;. Here, the process p; finds the
greatest lower bound(glb) vt N; vt. If a value v = v}
Ny v is found in the domam D;, the process p; takes
the value v, i.e. backwards to the value v in the lat-
tice L;. Then, the forwarding strategy is adopted as
follows:

BFind;((v4,...,v%))
1.If there is a value v = o}
Ni,...,N; ¢ in the domain D;,

return(F Find;((vt, . .. SUR))-

t t
Y Uim 1 Uy Vi -

2. Otherwise, find a value v such that v < v! and |
{pj | v 245 vk} | is the largest.

return(F Find;(vy, .. .,v,)) where v; = v if
v X5 vk, else v; = vl
5. Concluding Remarks

In this paper, we discussed coordination protocols
for a group of multiple peer processes to make an
agreement on a domain of multiple values. Each pro-
cess p; has a domain which is a set of possible values
which p; can take. Values in a domain are partially
ordered in a pair of dominant relations, (E-) and (P-
) ones. A process p; can take a value vy after vy if
and only if v; E-dominates vy (vo <F v). In addi-
tion, values are ordered in a preference of a process
pi. A process takes a preferable value. In a hetero-
geneous system, each process p; has the same domain
but different dominant relations than other processes.
We discuss the heterogeneous coordination (HCoRD)
protocol for a heterogeneous system of multiple pro-
cesses. The coordination protocol can be adopted for
agreement of multiple processes in various types of
distributed applications.
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