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A SPEECH-BASED COMMAND GENERATION MODULE
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This paper addresses the problem of flexibility and maintainability of systems allowing user’s speech to
drive interactions in virtual environments. Specifications for semantically valid speech-based commands
and their appropriate processing to generate actions in the virtual world may vary depending on the
application’s domain. In this paper, the design and implementation of a proposed approach is presented.
Application’s domain independent semantic specifications, robust algorithm to deal with recognition
errors and/or ambiguities of speech, easy integration with already existing virtual environment interac-
tive systems are some of the main characteristics of our approach. A Japanese-based application and
considerations of its application to more complex systems are also discussed.



1 Introduction

Visual, sound, and force feedback are among the most
commonly used methods to present a user with a vir-
tual environment. However, these all are only passive
int the sense that the user is not actively modifying the
virtual environment. On the other hand, manipulation
of 3D objects has been limited to change object’s posi-
tion/orientation by means of a virtual hand.

Recently, speech-based commands in combination
with hand gestures has been used to enable the user
to not only manipulate, but also create and modify 3-D
objects[5] However, valid context-dependent validation
of speech-based commands, recognition errors and am-
biguities in speech input and others have limited the
complexity of its applications[1,4].

In this paper, we present a yet simple but powerful
approach to cope with these problems. An application-
independent scripting language to specify speech-based
commands, a robust and stable algorithm to cope with
ambiguities and errors in speech input, as well as guide-
lines about its general design are discussed here.

The paper also presents and discusses the integration
of the module as a part of a Japanese-based applica-
tion in a virtual space teleconferencing system([6]. The
system combines speech-based commands (verbal com-
mands) and hand gestures to give the participants an in-
tuitive means of interaction with the virtual space they
are presented. Current status and further plans for us-
ing this module in more general virtual envinronments
are also discussed.

2 Problems in speech-based in-
teractions in virtual environ-
ments

In this section, we identify the main problems related

with speech-based virtual environment interactions.
Consider a system designed to drive speech-based in-

teractions in a virtual environment. The general con-
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Figure 1: System overview of a prototype to use speech
in virtual environments

ception of one such system is depicted in Figure 1.
Changes in the virtual environment are known to the
user via visual, sound, force and other kinds of feed-
backs. On the other hand the user can modify the state
of the objects in the virtual world at any time by means
of hand gestures (ex. grabbing/releasing) and/or ver-
bal commands. The speech recognition module captures
the user’s utterances. The recognized part of speech is
then processed for validation, in a so called speech se-
mantic validation module. Appropriate commands are
sent to the graphics(model) module to update the state
of the objects in the virtual world.

It is in the semantic validation module, where we fo-
cus our discussion in the paper.

2.1 Semantic validation of speech-based
commands

In what follows verbal command and speech-based
commnads are use interchangbly. Also speech con-
siderations will be exemplified by the means of the
Japanese language. Consider the problem of trans-
forming verbal commands into actions in the virtual
world. After receiving the output from the speech recog-
nition module, the speech semantic validation mod-
ule accepts or rejects it for execution according to
the current status of the speech interaction. Accep-
tance or rejection means, whether or not the recognized
phrases put together in a predefined order make any
sense to the apphcatlon That i is, even saymg the vahd
words/noun-phrases “migi_ni’ ugokasu “teburu_wo”
(“to the right’ “move” “The table” ) they may have no
meaning to us if said in this particular order. Therefore
we should impose some order to avoid complications
when specifying the semantic rules the grammar should
obey.

2.2 Specifying semantically valid
speech-based commands

When semantically validating speech-based commands,
we face the problem of whether accept them as valid or
not. Therefore, we are to supply the system with a set of
rules specifications about the appropriate semantically

valid verbal commands in the domain context of our
application. For instance, the sentence “Join object-A
to object-B” has to be mput in such a way the the sys-
tem can understand what this means in terms of objects
and their actions in the virtual world. A flexible and
maintainable input procedure should be devised, so that
application’s domain dependent valid nouns, verbs and
their relationships could be easily adapted to the sys-
tem. We proposed an approach to solve these problems,
details are given in Section 3.2.

2.3 User Interaction

Based on previous experiences [1,2,3] , we were able to
identify the main problems and requirements of speech-
based interactions in virtual environments. Questions
as follows raised often for the user’s interaction:

1. What sort of words/phrases can I use for interacting?
2. What is the general form of valid verbal command?

3. How to select objects to operate on them?



. How can I manipulate and modify objects?
. In case of undesirable errors how can I correct them?

. Did the system get what I just said rightly?
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. Where am I now in the speech-command’s sentence?

Questions 1 to 4 deal with the way the user’s speech
and computer interface is devised. These are prone to
change depending on the application’s domain and we
take them into account during the design of our speech-
based command generation module. Questions 5-7 try
to make the interaction more intuitive and robust in
case of speech recognition errors or simply user’s mis-
takes.

3 A flexible module for speech-
based interactions in virtual
environments

In this section we present the design and implementa-
tion of a module that allows speech-based interactions

in virtual environments. Our module is made as flexi-
e as possible while solving the problems stated in the

previous section. Our proposed module assumes the
speech recognition system is pause-based[7,8] as shown
in Figure 2. The user press a pedal to let the sys-
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Figure 2: Pause-based Speech interactions

tem know the start of the speech interaction. Say-
ing nothing while pressing the pedal is considered a
pause. With this feature, the user can have visual feed-
back after every pause. For example, if the bunsetsu
“teburu_wo” (“table”) is uttered we can highlight the ob-
ject which refers to the table in our virtual world, to
let the user know that indeed “teburu_wo”(“table”) was
properly recognized and accepted .

Continuous speech and hand gesture fusioning may
need a different approach to the one presented here[9].

3.1 Maintainability of script files for
specifications

To cope with the problem of specifying speech-based
commands for semantic validation, we provide a simple
scripting grammar®. The implementer of any specific
application’s domain has to be acquainted with 1t and
write the specifications in an ASCII format file using a
text editor. The scripting grammar consist of symbols
and reserved words as follows:

1We choose this scripting grammar because it fits perfectly
with basic Japanese language grammar rules

Symbols
I S Comment symbol
<> memmemmm———mm——e— Generic symbol
- -- Particular symbol
- == -= Range symbol
/[  mmemmmmmmmmoo——eee Logical ‘‘or’’ symbol
{8 —mmemm————e—eooeoe Exception symbol
=) mmmmmemmm——mme—— e Equality symbol

Reserved Words:

meishi ==-=-====== Generic noun(object)
used as <meishi_wo>
shijidaimeishi --- Generic demonstrative

pronoun(this/that),
used as <shijidaimeishi_wo>

dooshi =—===-====== Generic verb(action),
used as <dooshi>
houkou =======-=== Generic direction

(up, down, right, ...),
used as <houkou_he>

Any single word:

any-word --—--====----~ Any word, a noun,
verb or other,
used as [any-word]

Table 1. Scripting Grammar for verbal commands
specifications

Here, “meishi” and “shijidaimeishi” (“noun” and
“demonstrative pronoun”) could have japanese particles
attached to them, as “wo”, “ni”, “kara”, “no” and oth-
ers, indicating the direct or indirect object in the sen-
tence. Also, “houkou” (“direction”) is usually followed
by the particles “he” or “ni”.

There are simple rules for writing specifications into
a file, say: 1) Use any of the above symbols and words,
separated with blanks, in the desired order to form a
valid verbal command in the context of your applica-
tion’s domain. 2)A newline or a “#” will mark the
end of the sentence-cornmand. We also need to give
the system information about the vocabulary we want
to use, this depending on the application’s domain. 3)
The vocabulary part of the file would be a list of “word
< — > part-of-speech” pairs, and for nouns and verbs
the actual name of the object or action as known by the
virtual world manager module. A typical specification
file using this scripting grammar and rules would look
as the one below:

# Specifying our valid commands
<meishi_wo> <meishi_ni> [kutsukeru]
<meishi_wo> <verb!=kutsukeru>
<meishi_wo> <houkou> [ugokasu/kaitensuru]

# Defining our vocabulary

# This could be as big as needed...!!!
yane <~> meishi <-> ROOF
katsugiboo <-> meishi <-> BAR

this/that  <-> shijidaimeishi

kutsukeru <-> dooshi

<-> JOINT
ugokasu <-> dooshi <-> MOVE
Xaitensuru <-> dooshi <-> ROTATE



migi <-> houkou <-> RIGHT
hidari <-> houkou <-> LEFT

barabara <-> any-word

Table 2. A verbal command specifications file

The first three examples in Table 2 would mean:
e “Join any two given objects”
e “Do anything to a given object except joining”

e “Move or rotate any given object in the given di-
rection”

The user during his/her interaction with the virtual en-
vironment, must give his verbal commands following
this same predefined order. Also in Table 2, “roof, bar,
joint, move, rotate” are the actual names of objects and
actions as in the virtual world manager module. To be
used to generate the verbals commmands acting on the
grafic objects in the world.

We should not here that this scripting grammar is
for specifying sentence-based verbal commands and that
their word order is relevant to have any meaning to
the application’s domain. In this sense this grammar
differs with those for specifying the parts of speech in
the speech recognition module, where there are only
isolated single phrases and order and meaning is not
relevant.

3.2 Semantic Validation of verbal com-
mands

After specifications-for semantically valid commands in
the context of the application’s domain are given, the
module reads these specifications and form, what we

call a semantic network. This semantic network is used
as part of a general algorithm to accept or reject any

verbal input from the user.

3.2.1 The semantic network

The verbal command module constructs the semantic
network based on the specifications as described in the

previous section. Figure 3 shows an example of a part

of such network: . .
In this example the user have said “yane_wo migini”

(“roof to the right”), the bold lines describe the flow of
the currently accepted part of the verbal command, that
is “meishi_wo —— > houkou”. Here the network’s status
depth is 2. Then according to the so constructed seman-
tic network, “ugokasu” and “kaitensuru” (“move” and
“rotate”) are the only expected phrases. That means
that these and only one of these two phrases are to be
accepted as the following speech input from the user.

Note that this semantic network is separated from the
specifications and the implementer of the specifications
does not need to know about its details. This gives
flexibility to the system, by separating application’s do-
maiin lclependent parts from our main speech processing
module.

3.2.2 The semantic validation algorithm

Here we present a simple but useful algorithm to val-
idate sentence-based verbal commands. It is intended
to make the flow of speech during the interaction more
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Figure 3: Speech flow and the semantic network

natural and flexible. It assumes we get, from the speech
recognition, a 10-word list and their respective recogni-
tion probabilities. The algorithm uses this fact, to look
down for a suitable word up to a certain limit of accu-
racy. Figure 4 shows how this is done.

10-phrase list
from Speech recognition

Check Sewantic Network’s
CURRENT STATUS (SN)

write to LOG luzl

]

Make 1ist of
EXPECTED phrases
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(Ignore)

greater than
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1ess than

Accuracy
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Update SN's
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SN - Semantic Network

Figure 4: Validating speech-based commands

The algorithm checks the semantic network current
status and also of the 10-phrase list of possible recog-
nized words from the user. If the phrase with the high-
est probability is not accepted for validation we keep
looking down up to a certain limit of accuracy(high
probability) for a now-ezpected phrase and, if appro-
priate, generate the feedback to the user or send a com-
mand to the virtual world manager module. If nothing



appropriate is found we simply ignore what the user said

and leave the current status of the user’s interactions as
1s, as well as making the virtual world blink to let the

user know that something went wrong.

3.2.3 Generating commands for the virtual
world

After a verbal command is completed, the module sends
a message of the form “object action [arguments]”.
Where object and action refers to the name of the object
and the action, as known by the virtual world manager
module, respectively. arguments are sent only if neces-
sary to indicate for instance the direction or grade of
deformation.

With the help of the validation algorithm and the se-
mantic network, the generations of commands for inter-
acting in virtual environments is reduced to the rather
simple task of packing and sending messages to objects
in the virtual world. These objects are to respond to
the messages sent to them according to their own be-
havior. The speech-processing module is not supposed
to know whether or not an action is valid for an object.
That is, we assume that the virtual manager is designed
object-oriented in this sense.

3.3 Other characteristics
3.3.1 Off-line debugging

As the last step in the semantic validation algorithm
we write all the messages sent or the rejected ones to
a log file for off-line debugging purposes of the user’s
session. This is particularly good for analyzing users’
session common errors or tendencies a posteriori, and
a means to identify new functionalities to improve the
module.

3.3.2 On-line error correction

In order to make it user-friendly, we added some default
functionalities to the module. The user can say “chi-
gau”(“undo”) to correct his verbal command in course
one step back. Also he can use “risetto”(“reset’) to

restart a new command from scratch. This is, illus-
trated in figure 3. Optionally, the module provides a

visual text window feedback to let the user know what
is the current status of the verbal command in course.

3.3.3 Supporting other modules

The module can be used to fuse other modules informa-
tion with the speech input to make the degree of interac-

tion more accurate. In order to support demonstrative
pronouns, and/or allow the user to specify the degree
of deformation or movement of an object, our module
requires to have access to the hand gesture recognition
module and extract from it the necessary values to ex-
ecute the task. For instance, “katsugiboo_wo konogu-
rai nagakusuru” or “kore_wo ugokasu” (“Make the bar
this long” or “Move this”) requires the speech recog-
nition module to merge, at the appropriate point of
time, the information of the user’s hand gesture with the
speech information . Figure 5 illustrates this. Although
this functionality is now supported by the module it is
dependent on the hand gesture recognition module.

Make the bar THIS LONG
Speeclj’s Senantic
Validation Module

|

THIS LOKRG!
(RPC reply)

This LONG?
(RPC request)

A

{this long!) Toind kceat
‘ and kesture )
H&ﬂ Recodnition Module

Figure 5: Speech and hand gesture modules communi-
cation using remote procedure calls(rpc).

4 Flexible integration with a
virtual environment

The above discussed speech-based command generation
module was implemented on a SGI Indigo-2 under IRIX
5.2, using remote procedure call libraries, and the C
programming language.

The module was included as one part of the speech-
based interaction module with our ATR Virtual Space
Teleconferencing System to realize the WYSIWYS[5)
framework.

This system put up to three people remotely located

in a shared virtual room to conduct a teleconference. As
a demonstration, the system presents the participants

with the parts of a Japanese portable shrine (mikoshi)
and let them cooperatively assemble it and/or modify
its shape by means of verbal commands. Japanese was
used as the natural language for interactions. The user
can generate, manipulate and change the shape of the
virtual components using verbal commands like:

e “heya_wo haichisuru”,
o “kamisori.wo hidari_ni kaitensury”,
e “yane_wo takakusury’

(“make a chamber”, “rotate the base to the lefl”, “make
the roof taller”)

Integrating our module to the whole system was
rather simple. We only had to give a list of specifi-

cations as the ones_described in, section 3 in form of
ascil text files. Small changes in interactions were pos-

sible by only modifying these files. Users of the system
find it rather easy to edit and manipulate the objects
using verbal commands. This is due to the flexibility
of the semantic validation algorithm and the “chigau”
and “risetto” (“undo” and “reset’) facilities. On the
other hand, every time the system is used, we can col-
lect and, afterwards analyze, user’s interactions data by
just lookmg at the log file written by the off-line debug-
ging facility. With this in hand, later considerations for
improvements to the human- machine interface of the
system can be made.



5 Conclusions

In this paper, we introduced the design and implemen-
tation of a flexible and easy maintainable module to
drive speech-based interactions in virtual environments.
Its generality and application’s domain independent fea-
tures make it a promising approach to be used in simple
to moderately complex interactions in virtual reality ap-
plications.

This approach proved its flexibility as being easily
integrated in an already existing virtual reality applica-
tion. In order to use the module in other applications’
domain , only that application domain dependent files
that can be written using a simple scripting grammar,
are necessary to provide or maintain. The semantic
validation algorithm proved to be a good way to handle
smoother and more intuitive speech-based interactions.

Even though we have no plans for the moment, we
would like to generalize our ideas to use this module in
not only Japanese but also English-based interactions.

We plan to make use of expert systems to build a
reasoning network instead of the semantic one, fusing
the semantic network and the validation algorithm in
a single process. This to cope with more ever-growing
and complex types of interactions.

We are also considering objects’ ontologies and ma-
chine learning to realize virtual environments interac-
tions more intelligent-like. Eliminating with this the
connection of nouns and objects names in the imple-
mentation phase.
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