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Abstract  This paper presents a new self-routing algorithm for broadband ISDN's asynchronous transfer mode (ATM)
switching networks. The routing algorithm is ambuscade in a switch for congestion control called Ants Routing. The
congestion is controlled through regulating the input traffic rate to the switch element that has congestion on one of its output
p ports. high throughput and low packet loss probability can be achieved by rerouting packets' arrival due to the presence of
bursty traffic on a switch's output port. The rerouting algorithm is based on the information of congestion status of each
switch, which can be distributed among neighboring switches. Mathematical analysis based on the queuing model shows that
our algorithm has capability of congestion avoidance on the interconnection network and packet loss improvement,
especially when traffic is bursty.
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1. INTRODUCTION

ATM is expected to be a target transfer mode for the
broadband Integrated Service Digital Network (B-ISDN) [1]
[2]. An ATM network is a multimedia network that handles
various traffic rates such as video and data applications.
These applications require high-speed switching networks to
transfer large data rates from source to. destination [3].
Therefore, these networks may prone to congestion, because
of the multimedia communication in which the aggregate
number of packets is characterized in a variable rate
transmission and the number of packets arriving at each link
exceeds switch's buffer size (resources) [2]. Besides, the
packets will continue arriving at the switch even there is
congestion in the network. This phenomenon leads to a high
packet loss probability inside the network and to a low
network efficiency. To achieve a high throughput and a low
packet loss probability, it is required to reconsider the
design of the interconnection network architecture, the
routing algorithms, and the design of the switch element it-
self to be an intelligent switch element. These issues will be
discussed in the following sections.

Many research efforts have been devoting to solve the
congestion problem in multimedia networks {4] [5], and
rerouting packets to attain high throughput, especially for
nonuniform traffic [3] [5]. Many research efforts in
congestion control have been focusing on regulating the
input traffic using techniques such as distributed source
control, channel-sharing [3],[13],and Knockout Switch [10].
In this paper, we propose a new rerouting algorithm for
self-routing switches, under network congestion condition
and independent of the network routing algorithm during the
call setup. The congestion is controlled through regulating
the input traffic rate to the switch element that has
congestion on one of its output ports. The control
mechanism is achieved by antecedent rerouting some of the
packets that have addresses destined for a high traffic link.
This new routing technique, which we called it Ants
Routing, is based on the information
that has been collected in the switch element concerning
about the traffic status of the input/output ports. Each node
(switch element) shares its information about the traffic
levels with other adjacent nodes. The term Ant routing
comes from the analogy of ants changing its way or route
when they receive messages from other ants to discover a
new object, but the previous route remains working. In this
paper, self-rerouting for intelligent switch is proposed.
Then, we evaluate the performance of the Ants routing
scheme in view of the probability of packet loss. The results
demounstrate that the Ants routing scheme provides
significant advantages of relieving the network of the
congestion and reducing the consequence of the switch's
buffer size. However, using this scheme, we show how to
engineer various parameters used to satisfy requirements of
packets loss inside interconnection network.

2. SWITCH ARCHITECTURE

2-1. Structure of Switch Element

The most important thinks need to be emphasized in the
switch design; the first is the internal fabric used in which
the switches able to route the packets from any of its input
ports to any of its output ports without blocking. The
blocking characteristic has a serious effect to limit the

throughput of the switch element {12]. The second is a low
communication latency, this property depends on the type of
switching technology used to transfer packets from input
ports to output ports [11]. The third is intelligent packet
switch routing, and the switch element is required to be
intelligent to avoid interconnection fabric congestion and
to gain high throughput. This new capability for the switch
is based on a software embedded in its structure to be added
to the switch routing algorithms. Each switch element has to
share the information with adjacent elements about
congestion level in interconnection fabric. This information
uses to reroute the packets which have address destined for
a high traffic link, to take other lower traffic links. The new
routing algorithm has no action when the traffic in the
interconnection network is in a normal traffic fashion.

2-2. Interconnection switch network

One of the desirable requirements for high throughput
and low packet loss probability in ATM network is a
network topology which is a key factor in determining a
suitable architecture, and many topologies have been
considered for interconnection switch networks [6]. Each
architecture has its own advantages and disadvantages.
Many proposed switching systems employed nonblocking
interconnection network [7], to avoid switch fabric conges-
tion and to minimize the switch fabric complexity [8], and
to provide scalable interconnection switches for less loss
packet and high throughput performance [9] [10]. Fig. 1
shows the proposed large scale ATM switch architecture,
that is a NxN a complete nonblocking interconnection
structure of the four-stage Clos network[8)]. Each switch
element has the identical number of input/output ports.

2-3. Routing Algorithm

In this paper, we propose nonblocking crossbar switch
element which can route the packets from any of its input
ports to any other output ports. Therefore, this technique
may occur many of packet arrivals to the input ports
perhaps that will be routed to the same output port. The
aggregation of the packets that chooses a specific output
may case congestion on this port because of the bursty
traffic pattern that exceeds buffer size of the link in case of
nonuniform traffic rate, e.g., to transmitting video images
that use a large data rate.

This phenomenon is occurred by many reasons. The most
important reason is a weakness of routing algorithm during
the call setup to select the destination. Therefore, the packet
loss probability will be high, and the switch performance
will be low. We can resolve such a problem and to relieve
congestion in the switch network by reducing the traffic on
the switch that has congestion in one of its output port.
Congestion control scheme is performed by rerouting algo-
rithm called Ants routing applied to a particular
interconnection switching network, we will discuss this
routing in detail in the next section. The congestion control
mechanism leads to a lower packet loss probability, and a
higher utilization of network resources by deflecting some
packet arrivals to choose a route that has low traffic rate.



SW = Switch

S = Stage

Fig. 1. The proposed switch architecture

3. THE SOURCE RATE SWITCH REDUCTION
SCHEME

We consider each switch element has identical
input/output ports size. To construct self-routing
interconnection ATM switches, a multi-stage non-blocking
interconnection network is proposed. The first three stages
perform as self-routing interconnection fabric. All switches
are connected to each others through control links to
transfer information about links' traffic status. The switch
element has two small memories, one is to store its
input/output status as binary form table called Binary link
status BLS table, the other is a control unit to control the
links and to use the information in BLS-table to avoid
congestion in the interconnection switch fabric. The in-
formation in the BLS table of a switch element can share
with other BLS tables for adjacent switch elements. The
input link or output link has three probability traffic levels
(weights) which are represented in binary and stored in BLS
table. The traffic on the link may be low/normal traffic level
B, high traffic level , or congestion level E, where B, ¢
and Z are represented in binary as 00, 01, and 10,
respectively. All this information is store in BLS-table, as
in Fig. 2.

The switch element has three kinds of control; First, in a
low or a normal traffic, the switch control is to translate
packets arrival and route the packets to the destination ad-
dress that correspond to the address in the header. Second is
a high traffic, in which the link has a few available
resources, the switch control in this case, is to start
rerouting packets to choose alternative paths. Third is
traffic congestion at one of switch's output ports, in which
the link has no more available resources to accept arriving
packets, the switch control has to change the information in
BLS table that is related to the switch's input port of the
same switch element. For these reasons why we choose
three probability traffic levels which are represented in
binary (00, 01, 10) and stored in BLS table.
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Fig. 2. Switch element architecture
3-1. Algorithm for Data Control in Switch's BLS table

This subsection describes the data control algorithm for
the BLS's data which represents the level of the traffic at the
input and output port's, also describes data control among
BLS's tables in adjacent switch elements.

Hence, the control algorithm is achieved by rules of the
knowledge embedded in each switch element. Obviously,
there are some rules to transfer the weight from outlet to
inlet in the same BLS table for the switch element.
However, there are three traffic conditions that may occur
on the outlet links: First, if the switch's BLS table has B
weight value for outlet ports then we can say that the
switch's outlet ports have low or normal traffic fashion.
Therefore, there is no action that can be taken from the
switch element for transferring weight to inlets ports, and
then B2 [SW,, $,1=B, (=1,2,....n), z=1,2,...,K),
(h =1,2,... G)where B is switch port identity that is
represented in BLS table, and o for outlet (output) and / for
inlet (input), as shown in Fig. 3(a). Clearly, SW, and §
represents the switch element, and the stage, respectively,
where n, K, and G denote the number of input or output
switch's ports, the number of switches in a stage, and the
number of stages in the network, respectively. Second, I
there is { weight in one of the outlets of the switch element
such B2[SW,, S,1={, as shown in Fig. 3(b). It means that
some of the outlet has high traffic level. So, the control
algorithm in the switch element will begin to reroute
arriving packets  that have address destined to the high
traffic output port. Consequently, the traffic on the link will
be reduce. The percentages of the packets' deflection ¥ of the
total traffic arrivals A at the switch element depend on the
value that is determined by the user. Thereby, the traffic will
pass (1-y)/n of the packet arrivals over each switch's inputs
that has high weight outlet, and other Y/n of the packet
arrivals will be distributed among links of other switch,
where 7 is deflection rate. Third, if the output port link is
toward congestion such (B2[sw,, 5,]=E then the control
process in the switch element has to make decision to add
new weight value to its BLS input data (8 .-



Assumption 1:

In the same switch element, if any of output ports has =

weight value then all input ports will have {weight value.
All inputs of the switch element will have { weight, as
shown in Fig. 3(c). The new weight value { for the input
links in BLS table will transfer to other switches' output
links in the stage S,,_;, such that:
Elisw_,, 8] = BY[SW,;, S,y )= €, forj =(1, 2, . . ., n).
Switch elements in the stage h-/ will begin rerouting
packets' arrival at switch's inputs. It means that the traffic
will reduce on the switch element [SW,_, S,] in stage .
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Fig. 3. Binary Link Status of the switch element

So, we should have to reduce congestion level on output
port by controlling the packet arrival at whole input ports of
the switch element . Therefore, we make partial restriction
on packets arrival to reduce the high congestion level on
output port. The packets arriving that has been deflected
from its flows will distribute to other links. In Appendix A,
the algorithm is to exchange the traffic weight between the
outlets and inlets of the switch element.

The data share algorithm among BLS's tables in adjacent
switch elements is described as follows.

In the interconnection between output ports at stage A
and inputs ports at stage h+I, let the output port
.f,;’ (i=1,...,n), be connected to the input port
£j (J =1, ..., n)foraswitch element SW,,z=(1,2,.. .,
n) in the next stage S,,,, where h=(1, 2,...,K), n, z, and K
are the total number of switch's output or input ports, the
number of the switch in a stage and the number of the stages
in the interconnection network, respectively. We have
Be (sw,, 5,1 = BI1SW,_,, S,.] = [weight] because of the
same point connection. The weight will transfer from output
(outlet) in stage & to another input (inlet) in stage A+1. The
switch elements will reconsider a new weight value that
have been transferred to its outputs, and will take decision
to reroute packets if the weight value was .

3-2. Switch Routing Algorithm

The switch begins rerouting packets under heavy load
condition when the link status has { weight which is repre-
sented by the BLS-table in switch's memory. This control
procedure is active and associated with other switches only
when one of the switch's outputs prone to congestion. The
packet address has field addresses indicating the addresses
for switch elements in interconnection network. Fig. 4
shows packet's header format passing through the
interconnection network. Our concerning is the control
scheme in which the packet's address can be changed in
consequence of traffic congestion. This address field
contains switch identification in which the packet will pass
through interconnection network's stages, switch elements,

and switch's output port identification. The usage of the
other fields of the packet format are depending on the
switch design.

l Switch Header ‘
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ac: Active bit

Packet ]
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d: Address
SW: Switch
S: Stage

4 : Link

Fig. 4. Packet header format

Each address d has a set of three elements SW, S, and f,

such that d, = (SW,, §,, £°;}, where a=(1, 2, . . ., K). The
switch's decision process for rerouting packets arrival can
be made if the switch element has { weight which represents
the traffic level of the output port in the switch's BLS table.
The rerouting packet is achieved by distributing packets
arrival, that have been deflected from high traffic switch,
among switch's output ports. It means the packets arrival at
the switch, that have address destined to the output port
that has { value in BLS table, will be distributed among the
output's switch ports, see Fig. 5.

Distributing packets can be made by changing the ad-
dresses [d,, d,, . . ., d,] in the switch header. This change
comprises the value of £ that has € value in a stage 4 and
SW in a stage 4+ in a cyclic manner, see Fig. 5.
Assumption 2:

In the same switch element, If any of the output ports
which has { weight value then the packets that have
address destined to ¢ weight's output will distribute among
all links.

- dl dZ - da
[SW.. S, £ [SW., Sp. &2

Cyclic value
Fig. 5. Change address to rerouting packets arrival

The distribution packets arrival is done by switch
element's control algorithm through changing packets
address the output value £f for i =(1, 2, .. ., n), and we
i}’ W ]SWZ| 41+ It Appendix B, the algorithm shown

is to control packet arrivals that have addresses destined to
high traffic link.

have

4. EXAMPLE
In this section, we consider an example to illustrate the
proposed scheme. Fig. 6 shows four-stage switch

architecture. We consider all switch elements are identical
with four input/output ports. We suppose that one of the
output ports of the switch 3 in the stage 3 (4x4) has a traffic



congestion level, e.g., output port 2. This output link is
represented by thick solid line. The traffic congestion level
on the output port will reflect on the traffic of the all input
ports ( Assumption 1). The dotted lines represent the input
ports of the switch that has traffic congestion on one of its
output port. The switch's control algorithm should limit
packets arrivals among these ports ( dotted lines) to reduce
the traffic congestion on the switch element, and let the
some packets to choose alternative route to distention.

St S2 S3 S4
4x4 4x4 4x4 4x4 >
- ——
Sl sw W sw >
- 7 1 1y 1
A 4x4 >
SW [ w3
2 2 >
P27 od >
sw sw o
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4x4 4x4 >
sw sw
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Fig. 6. Congestion in the switch architecture

The representation of the links' status is shown in Fig. 7.
The monitoring traffic conditions are stored in the Binary
Links Status table BLS which has mentioned in previous
subsection. The BLS table of the switch SW,S, has
congestion level Z(10) at the output link 2, this means the
arriving packets exceed its throughput. This value will
propagate to the other side of the BLS table of the switch
(BLS's data for switch's input link) as { (01) value
(Assumption 1). Therefore, the { value will transfer to other
switch in previous stage (in this example, switch
SW, to SW,, link £° , and stage S,). The control algorithm in

each of the switch elements that the { value has been
transferred to its BLS table will consider this value as heavy
load output.

Therefore, the arriving packets in each switch elements
of the stage 2 that have address for output port 2 will be
distributed among the switch's output ports through
rerouting the packets arrival. The arriving packets in stage 2
that have address for e.g. d ={SW,,S,,43}, {SW,.S,.42}, ..

., OF {SM,SZ,JZ} have to be rerouted to choose other gates
by modifying packet's header address. The new addresses of
the arriving packets, e.g., in a switch SW, will take one of
the following addresses d, = {SWI,SZ,D&’}, {SWl,Sz,fq"],
(SW,,S,,45), or (SW,,S,,4%} and additional to the original
addresses d,, d,.

The Traffic

W=

BN -

Congested
link

BLS - SW;S,

LRV S

BN =

Fig. 7. Representation of the traffic status of the
input/output ports

This kind of the adaptive rerouting algorithm relieves the
interconnection network from consequence of the network
congestion in nonuniform traffic patterns or in case of the
switch element failures [5]. The rerouting bursty packets
decreases the chance for congestion occurred in any of the
switch elements for interconnection network. Since the con-
gestion of the network is reduced, the network's throughput
will be a significant increase.

5. PERFORMANCE ANALYSIS

In this section, we present queuing models to analyze the
model performance in view of packet loss probability. We
consider the switch element is an internally nonblocking
switch. The input/output ports are identical with output
queuing using a buffer of finite size H as Fig. 8. We
consider the traffic at each input ports is nonuniform
delivered to all output ports. Our target is to reduce packet
loss in the switch under the condition that the switch has
congestion in one of its output ports, and with small buffer
S1ze.

u = o ——
2 - ——
A —Tn- T}
SN v
P : Z
X, —n T

L Switch Element __|

Fig. 8. Switch Element's model

5-1. Assumptions
We assume that the packet arrival at each input port of the
switch element is random and independent. The arrival



process is assumed o be Poisson probability assignment.
W analyze the effect of the packet loss probability in
nonuniform traffic distributed to the output ports.

5-2. Nonuniform Traffic

The input loads are nonuniformly distributed over
output's ports of the switch. The effect of a nonuniform
traffic pattern has been investigated where many packets are
destined for one destination such kind of traffic is called
hot spot traffic [3] [14]. The packets will be discarded if the
packets are exceed link capacity or they cannot be routed to
the next stage.

In the following we analyze the impact of traffic under
Ants routing strategy on the packet loss probability, for
nonuniform traffic pattern. We assume that, the input traffic
in each inputs is independent and Poissonian with same
probability offered load of each input port p; LJ=(1,2,...,
n), where n is the total number of input ports of the switch
element. We suppose that the traffic is nonuniformly
distributed among output ports. The switch element has
buffer in each input ports only. Assume that the queue is
finite with a buffer capacity H of packets, and that the
service discipline is first-in first-out (FIFO) policy. The
packet arrival rate at each output A’ , where i=(1, 2, .. ., n)
is the superposition of input ports. The merging packets
arrival stream from each of the sources is also Poisson
process [15]. The packet loss probability can be estimated
using an M/M/1/H model.

The probability of arrival packets from the input port j
that are tended to choose specific output i is p i - Then the
augmented matrices of the total rate arrivals distend to an
output 7 is: )

AL Py Pn Ps o oppY([A
A Py Pn P v Py ||
51 =1 Pa Pu Pu o py 7\-'3 (¢)]
7»'; Py Pp Pp Py 7»],-
and
Y p, =1, where i=(1,2,....n) 2
=
Also,
X=Y pM where j=(1,2,...,1)  (3)
=1

The steady-state packet loss probability PL for the output
port i or of the buffer of the input in the next stage is given
as:

(1-p, )p,"
PL, = —#r @
where p, = XD‘ )

The packet loss probability in a switch element sw is
obtained as:
S PL X
PL_, [ packet loss | = =—n ©)
A
J

.M:

1

J

where sw =(1, 2, ...,K)
The total packet loss probability in a stage S is given as

follow:
K »n

YyrL,

Pr,[ packet loss in stage S ] = ==1=L @)

DRI
sw=] j=1
However, our policy is to reduce the packets arrival rate
among the input port for the switch element that has high
blocking level at any of the its output ports. We assume the
deflection is uniform among the all input port of the switch
I

element, and the arrival rate to input ports will be A o
where v is deflection rate. From (2), the arriving packets to
the congested switch element (sw=C) with deflection are:

Xox (1-7) j=L 2 ..n
, sw = C (Congested switch)
Ao =
, , ®)
Ny x(n+y=-Df(n-1) j=1,2,..,N-n
sw#C
The switch's output ports also reduce to:
n I
> pilkisx (1-7)] for sw=c¢
i=1
Ao =
©)

n I
Zpﬁx Xj;w(n+'y—1)/(n—l) for sw#c

i=1

From (4) we can obtain packet loss probability for one
output port is:

_(1=p, )p,"

PL, E (10)
¥ - pml-l T
Ao
Piy == (1)
u‘i,:w

In same way for deriving (6) and (7), we can compute
the packet loss probability in the switch PL,,, that has

congestion at one of its output ports under deflection of the
input traffic load. The packet loss probability for one stage
PL,, can be calculated with reduced the load on one of its

switch elements.

5-3. Simulation Results

This subsection describes a simulation of the proposed al-
gorithms, that has designed to compare the impact of
packet loss probability with applying Ants routing strategy
and without the Ants routing strategy. The results of packet
loss probability that we have obtained are for one stage that
has congestion in one of its switch’s output port in
nonuniform traffic pattern. Our target is to minimize the
amount of the buffer required while maintaining a low cell
loss probability, probably around 107°.

As an example we set the number of switch's ports n = 4,
and the number of switches § in a stage & at § = 4, Fig. 9
shows the packet loss probability (without the Ants routing



scheme Y =0) as a function of load A’, on one switch's
ports for various values of buffer size and the offered load
on each switch element in a stage is p = 0.9. The packet loss
probability is aggravated by increasing in the load on one
output port. It is required to increase buffer size to
maintain low level of packet loss rate.
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Fig. 9. Packet loss probability versus load on an output port

The buffer size increased is costly and out of our policy
to minimize buffer size. Fig. 10 shows the relation between
packet loss probability for specific stage and switch's ports n
for various offered loads on the switch element (p =0.6, 0.7,
0.8, 0.9). We fix the value of H=10, A’ =0.9, ¥ =0. From
the Figure the packet loss decreases as n is increased. To
keep the packet loss probability under 10~ with small buffer
size, the switch' ports (n) are required to be more than 8.
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Fig. 10. Packet loss probability against the switch' ports (n),
without Ants routing scheme

We now turn to the Ants routing scheme and how it can
effect on packet loss probability. Fig. 11 shows the effect of
buffer size for Ants routing scheme on packet loss
probability and with various input rate deflections (y =0, y
=0.1, v =0.2, y =0.3, ¥ =0.4). Note that y =0 means the
network without the Ants routing control mechanism. We
fix offered load p on the switch element at 0.9, and the load
A%, destined for output port at 0.9. The result can lead to a
large deflection in packet loss probability. Moreover, if we
fix packet loss below 107°, we can reduce buffer size more
than 40% of offered load on the switch.
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Fig. 11. Probability of packet loss versus buffer size (H)
with Ants routing policy

For H=20 and A°, =0.7, we can obtain significant im-
provement in the packet loss probability for a specific stage.
Fig. 12 shows this improvement for various deflections in
the input switch offered load ( y=0, y=0.1, y=0.2, y=0.3, v
=0.4). To achieve lower packet loss rate of 10~ under
traffic load of p =0.9 is attained with y=0.4.
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Fig. 12. Packet loss probability versus offered load (p)

Fig. 13 shows packet loss probability in a stage versus
average packet arrival that is destined to the output link A”, ,
where p = 0.9, H=30. The packet loss probability is small
when the deflection rate v is large. As the load at output link
increase it is requited to increase 7y to achieve packet loss of
107 .
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Fig. 13. Packet loss probability against the load on destined
output port under Ants routing policy.



So far the analyses of performance of the switch
element under Ants routing scheme were based on the input
load deflection of the switch. The packets arrival at the
switch that has congestion on one of its output will reduce
to specific rate. This deflection rate will distribute to other
switches' links that have low traffic congestion level.

6. CONCLUSION

We proposed a new self switch rerouting packet algo-
rithms for congested network through source rate switch de-
flection called Ants routing. We have used (BLS) Binary
Link Status table to represent the information about traffic
status at switch's output ports. We asserted that the switch
element is to be intelligent switch and to fortify switch
control algorithms in consequence of traffic congestion. The
switch network performance can be enhanced by adding a
little information to the switch's software routing algorithms.
Our technique can significantly reduce packet's loss
probability and relieve network's congestion through
rerouting packets to choose other paths. Moreover, we can
use network resources more efficiently.

APPENDIX A
The algorithm to exchange the traffic weight between

links in an internal switch element shows as follows.
TRAFFIC WEIGHT EXCHANGE BETWEEN LINKS
begin
forie 1 tondo
if B7[SW,, S,]=E (10) ... (congestion level on one
then of the switch’s output)
for je~ 1 tondo
Bi[sw,, S,]=€ (01) ... (high traffic level — { weight will
endfor transfer to the switch’s inputs)

forz¢ 1 to ndo (z=}))

B; [SW,, S, 1= ... (§weight will transfer to the
endfor switch’s outputs of h—1 stage)
endif
endfor
end
APPENDIX B

The distribution packets arrival is done by switch
element's control algorithm through changing the output
value. The control algorithm is shown as follow:

begin
for i< 11 ndo
while fB,-" =01 do { Binary links status for switch element}
for i« 1 tondo
d, =[sw,., 8, & (Changing output link's
address in stage h}

z41
d, = [SW,, Spar» £‘,’] {Changing switch element
address for stage h+1}
endfor
endwhile

endfor
end
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