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In distributed applications, a group of multlple processes is required to be cooperated by exchang-
ing multimedia data. In addition, world-wide distributed applications are being realized by using the
Internet. The traditional group communication protocols assume that every pair of processes support
almost the same and fixed delay time and reliability level. In world-wide multimedia applications, the
assumption does not hold. We discuss high-speed protocols which can change the ways for distributing
messages to multlple destinations and retransmitting messages to processes losing the messages in the
wide-area group in the change of the delay and reliability. V\fe present the evaluatlon of the protocols in
the world-wide environment.
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1 Introduction _

In distributed applications like teleconferences,
a group of multiple processes is first established
and then the processes in the group are coop-
erated. Group communication protocols sup-
port a group of the processes with the reli-
. able and ‘ordered delivery of messages to multi-
ple destinations. ISIS(CBCAST) [1], and oth-
ers (7, 9] sup ort the causally ordered delivery.
ISIS& BCAST) 1] and others [2,8] support the
totally ordered delivery.

The group communication protocols discussed
so far assume that every pair of processes sup-
port almost the same delay time and reliability.
That is, only processes in a local area are coop-
erated. ngh-speed roup communication among
multiple processes glstnbuted in a wide area is
required to realize the world-wide multimedia ap-
plications. Here, let us consider a world-wide tele-
conference among five processes K, U, S, T, and
H at Keele in UK, UCLA and Ohio State Univ.
in the USA, and Tohoku Univ. and Dendai, Ha-
toyama in Japan, respectively. In the Internet,
it takes about 60 msec to propagate a'message

‘in Japan while taking about 240 msec between
Tokyo and Europe. Over than 10% of the mes-
sages are lost between Japan and .Europe while
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less than 1% are lost in Japan. Thus, it is essential
to consider a wide-area group of processes where
the delay times and reliability levels between the
processes are significantly different [3-5]. In the
wide-area group, the time for delivering messages
to the destinations is dominated by the longest
delay between the processes. For example, if T'
sends m to H and K, T has to wait for the re-
sponse from K after havmg received the response
from H. Next, suppose that K sends a message
m to H and T respectively. If T loses m, T re-
quires the sender K to resend m. The dela.y time
between T and K is about four times longer than
T and H. If the destination H resends m, the
delay time for delivering m can be reduced.

Suppose that T sends m to H, U, and K. On

receipt of m, the destination processes send the

receipt confirmation messages to T. Here, let us
consider a way that K sends the confirmation to
U instead of directly sending to T' and then U~
sends the confirmation back to T'.: Even if U loses
m, the delay time can be reduced if K retransmits
m'to U as presented before. A. wxde-area group G
can be decomposed into disjoint sub 8 G1,-veny
G,y [sg > 2) [3,11]. Holbrook, et. pro@sents‘
a way where each subgroup has a message log to
retransmit messages. The protocols [3-5,11] are
discussed to reduce the number of messages in
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Figure 1: Distributed system

large-scale groups.
Jones, et. al. [5] discuss the saturation proto-
col where the sender sends multiple replicas of a

message m to the destinations. In this paper, we -

discuss the destination replication where the des-
tinations forward m to the other destinations on
receipt of m.

In sections 2 and 3, we present a system model

and the measurement of the delay time and mes-
sage loss ratio in the network. In section 4, we dis-

cuss ways to reliably and efficiently deliver mes- -

sages in the wide-area group. In section 5, we
present protocols in the wide-area group. In sec-
tion 6, we present the evaluation of the protocols.

2 Systern Model

A distributed system is composed of applica-
tion, transport, and network layers as shown in
Figure 1. A group of n (> 2) application pro-
cesses APy, ..., AP, are communicated by using
the underlying group communication service sup-
ported by transport processes TPy, ..., TP,. A
group G of the transport processes (G = { T,
wy TP,}) is considered to support each pair of
processes T'P; and TP; with a logical channel.
Data units transmitted at the transport layer are
packets. TP; sends a packet to TP; by the chan-
nel. The network layer provides the IP service for
the transport layer. That is, IP packets'may be
lost, out of order, and duplicated.

The cooperation of the processes at the trans-
port layer is coordinated by group communication
(GC) and  group managemeni (GM) protocols.
The GC. protocol first: establishes a group. G and
then reliably and causally [1] delivers packets to
the processes in G.. The GM protocol is-used for
monitoring and managing the membership of G.
AP; requests T'F; to send an application stream s.
TP; decomposes s into packets, and sends them
to the destinations in'G.. The destination T'P; as-
sembles the packets into stream s;, and delivers
s;j to AP;. Packets decomposed from the stream
are messages. Let dest(m) be a set.of destination
processes of a message m in G. . e

A transport process TP; has to know the delay
time 6;; and message loss ratio ;; with each T'F;
in G. In the GM protocol, T'P; requests per'iodJ-
ically the network layer to transmit two kinds of
ICMP packets to all the processes in G: “Times-

tamp” and “Timestamp Reply”. TP; can know
when “Timestamp” sent by T'P; is received by
TP;, and when “Timestamp Reply” received by
TP, is sent by TP;, i.e. round trip time. TF;
calculates §;; by using the time information. In
addition, the GM protocol monitors the ratio &;;
of packets lost between each pair of TP; and T'F;.
Here, 6;; and €;; show the averages of §;; and &,
respectively. T'P; is néarer to TF; than TP, if
8ij < bix. Here, we assume that 6;; = 6;; and &;;
= j; for every pair of T'F; and T}Zy.

3 Network Measurement

In the world-wide environment, we measure
the delay time 6;; and message loss ratio &;; for
processes T'P; and TP;. First, the delay times
among the processes H at Hatoyama, S at Sendai,
U at UCLA, and K at Keele are measured. The
process H sends 5,000 ‘PING’ packets to S, U,
and K. Each destination process monitors the
delay time of each packet received. Here, R;;(t)
shows the ratio of the packets which it takes ¢
time units to arrive at the destination T'P; from
TP; to the total number of packets transmitted,
i.e. 5,000. In Figure 2, Sendai, UCLA, and Keele
show Rys(t), Ryu(t), and Ry (t), respectively.
The longer the distance is, the more fluctuated
the receipt ratio is. For example, 80% of packets
‘arrive at S from H ign 50 msec after the fastest
packet arrives, i.e. faoo Rpgs(t)dt = 0.8. Here, it
takes about 30 msec for the fastest packet to ar-
rive at S. On the other hand, 80% of the packets
arrive at U and K in 85 and 137 milliseconds af-
ter the fastest packet arrives there, respectively.
If‘a process' TP; does not receive the confirma-
tion from T'P; in some time units after sending a
message 7, '.‘f‘P,- considers ‘that TP loses m.. If

" the timeout period is given'2 x 50 msec, about
- 20% of packets are considered to be-lost between

H and S. In order to receive more than 80% of
packets hetween H and U and betwéen H and K,
the timeout period has to be larger than 2 x-85
and 2 x,137 msec, respectively. = ' =

In addition, the message loss ratios for S,

U, and K are measured as shown in Table 1.

Only 1% of the messages are lost for.S, ie.
Jos Res(t)dt = 0.99 but 8.3% and 11.7% of the
packets are lost for U and K, respectively. It
takes averagely 241 msec to deliver a message
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Figure 2: Message receipt ratio v.s. delay.
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from H to K while even the fastest packet takes . ; S
164.5 msec. Table 1 shows that the longer the Figure 3: Delay (RTT) a day.
distance is, the more messages are lost. - . , ‘

Table 1: Delay[msec] & lost[%)].
{ host min avrg max || lost
Sendar | 30437 | 60.427 ] 756.263 || 0.9
UCLA | 119.506 | 157.171 b32.433 8.3
Keele 164.497 1 241.370 | 2733.565 |1 11.7
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Then, we measure how the delay time and mes-
sage loss ratio are changed from hour to hour in
one day. Figure 3 and Figure 4 show the de-
lay time and message loss ratio for each hour. "
As shown in the figures, they are hour-variant.
For example, less than 5% of the packets are lost
from 7 o’clock to 17 o’clock while more packets
are lost before .7 o’clock and after 17 o’clock be- 2
tween H and K. Figure 3 and Figure 4 show that
the longer the distance is, i.e. more routers are
hopped, the bigger the variances of the delay time
and message loss ratio are. Hence, each process is
required to change a transmission and retransmis-
sion way according to the changes of delay time
and message loss ratio. For example, the sender
retransmission is adopted if the message loss ratio
is smaller. If the message loss ratio and. delay get
la.rger the destmatlon retransrmsswn is: adopxed
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" 4.1 ‘Transmission and confirmation , . Tume fhourSTH}

" In the group communication, each process TP, . . )
sends a message m sent to multxple destination Figure 4: Loss-ratio a day.
processes in a group G = {T'P,, ..., TP,}. Here, ’ '
let s be the number of the destinations of m,ie. s
= |dest(m)|. There are two points to be discussed
to realize the reliable receipt of m in G:



(1) how to deliver m to the destinations, and

(2) how to deliver the receipt confirmation of m
to the sender T'P; and the destinations.

There are direct and hierarchical ways [Figure 5]
for sl) In the direct multicast, TP; sends m di-
_rectly to all the destinations. In the hierarchical
multicast, TP; sends m to a subset of the desti-
nations: On receipt of m from T F;, TP; forwards
m to other destinations. The propagation tree
based routing algorithms [2] are discussed so far.
Another example is to decompose G into disjoint
subgroups Gy, ...; Gsy (sg > 2) {11]. Each G; has
one coordinator process. T F; sends m to the co-
ordinator and the coordinator forwards m to the
‘destinations in the subgroups. .

(2) hierarchical

Figure 5: Distribution ways

There are two ways to deliver the confirma-
tion [Figure 6]. In the decentralized way [1}, the
destinations send back the receipt confirmation
of m to the sender TP;. On receipt of all the
confirmations, T'P; informs all the destinations of
the reliable receipt of m. Totally 3s messages are
transmitted and it takes three rounds. In the dis-
tributed way [8,9], every destination T'P; sends
the receipt confirmation of m to all the destina-
tions ang TP; on receipt of m. If each TP; re-
ceives the confirmations from all the destinations,
T'P; reliably receives m. Here, O(s*) messages are
transmitted and it takes two rounds. Tachikawa
and Takizawa [9] show that O(s) messages are
transmitted in G' by adopting the piggy back and
the deferred confirmation.

/ TPZ
TP, TP, TR 4——1-—01'1)3
: \TP4 \1?4/
(1) decentralized (2) distributed
4 Figure 6: Confirmation kways

A distributed protocol [7] supports the di-
rect multicast and distributed confirmation. Di-
rect multicast and decentralized confirmation are
adopted by ISIS [1]. The protocols are referred to
as decentralized.

4.2 Retransmission

In the underlying network, messages are lost
due to buffer overruns, unexpected delay, and
congestion. Hence, the processes have to recover

from the message loss. Let us consider a group
R={H,U, O, K }. Suppose that H sends a
message m to U, O, and K, but O loses m. In
the traditional protocols, H retransmits m to O

and it takes 28 go. In another way, U forwards m
to O on behalf of H. Here, it takes 20y0. dmo
> 3vo. Thus, m can be retransmitted to T'F; by
one destination of m, say TPy whose 6z - (1 +
Tk;) / (1 — Ex;) is the minimum if TP; loses m.
(1) Sender retransmission: The sender T'F; re-
transmits m to T'P; [Figure 7(1)]. v

(2) Destination retransmission: Some destina-
tion TPy forwards m to T'F; [Figure 7(2)].

TP, TP, TP, TP, TP, TP,

time

(1) sender (2) destination

Figure 7: Retransmission

4.3 Replication

If H sends multiple replicas of m to U, U can
more surely receive one replica. Another way is
that a destination T'P;, forwards m to another des-
tination TP; while TF; serids m to TP;. TP; re-
ceives two replicas of m from TP; and T'P;. For
example, U sends m to O on receipt of m while
H directly sends m to O. O can receive m from
U even if m sent by H is lost.

(1) Sender replication: T'F; sends multiple repli-
cas of m to T'F;.

(2) Destination replication: TP; receiving m
sends m to TF;.

The sender replication is similar to the saturation
protocol gi] The protocols with the replication
are named replicated protocols.

There are two kinds of the destination replica-
tion. First, one destination T'P; sends one, pos-
sibly multiple replicas of m to'T'P; on receipt of
m [Figure 8(1)]. Secondly, multiple destination
processes, say 1'P; and T'P; send the replicas to
TP; [Figure 8(%)}’ T P; receives multiple replicas
from TP, and TP, _

T, TR, Th TBTR TR TR Th

(1) one destination (2) multiple destinations
. Figure 8: Destination replication '

. In the continuous replication,wT P; sends tbe
replicas of m continuously to T'P;. In another dis-



crete replication, TP; sends the succeeding repli-
cas of - m some time units after T'P; sends each
replica of m. If the message loss occurs in a
burst manner, the discrete replication has to be
adopted.

Suppose that T'P; sends h;; replicas of m to
TP; in the sender replication. If TP; receives
no replica from TF;, TF; sends h;; repficas‘ of m
to TP; again. The expected time Tj; for TF; to
receive at least one replica of m from T'P; is &;; - (1
+}%) / (1 - 2}}). The probability II;; that TP;
receives at least one replica of mis 1 — E‘g" . The
cost Cj; for TP; to send m to T P; is defined to be
hij - 6;;. In the destination replication, T'P; sends
hi replicas of m by the sender replication. On
receipt of at least.one replica of m, TPy sends hy;
replicas of m to TP;. The expected time Tj;; for
TP; to receive at least one replica of m forwarded

by TPeis 8k - (L+E5*) / (1 —2h*) + Bas - (1 +
E:;j) /(1— E:;’) The cost Cii; is hig - 6ix + hy;j
+ 6rj. The probability II;;; that T'P; receives at
least one replica of m is (1 — E?j"") + E:;-"" -(1-q(1
—ghy .- E:;" }). The destination replication
is more efficient than the sender replication if T;
> T,'kj, H.’j < Ly, and Cj;; > Cir;- In the time
critical applications, the dJestination replication
can be adopted if Tj; > Ti; even if Ci; < Ciyj.
TP, is selected to forward m to TP; if Tyy; is the
minimum among the destinations of m. Here, no
sender replication is adopted if h;; = 1-and hy, =
1. :

Let € be a maximum allowable loss ratio. If &;;
< &, T'P; does not need to send multiple replicas
of m to TP;. If €; > ¢, TP; has to send h;; (>
1) replicas of m whether or not T'F; retransmits
m. It is required that E?;j < e. Hence, hy; >
loge [ logei; if &; < e, otherwise h;; = 1. For
example, h;; = 3'if € = 0.01 and §; = 0.2. We
can consider a way that TP; sends m to TP, TH
sends m to T'Py, and finally TPy sends m to TP;.
However we assume that there is only one process
TP, forwarding a replica of m to TP;.

5 Protocol§

We present a protocol for transmitting mes-
sages in the group G = { TP, ..., TP, }. In
the protocol, the messages have to be causally or-
dered and the messages lost have to be detected.
In order to causally order the messages, the vector
-clock [6] is adopted. Since the gap between mes-
sages cannot be detected by.the vector clock, the
protocol-detects the message loss by the sequence
numbers of the messages. Each T'F; manipulates
the variables. VCy, ..., VC, showing the vector
¢lock to causally order the messages received. T'P;
manipulates another kind of variables DCV = $
DV, ..., DVC, ) denoting the vector clocks o
the message which' are most recently delivered. A
variable T; denotes a current local time in TF;

Each message m is sent to the destination pro-
cesses, not necessarily all the processes in the
group G. m is given a vector SEQ = ( SEQ,,

—29—

e S EQ"EVOf sequence numbers. If m is destined
to T'P;, SEQ; is incremented by one. Otherwise,
SEQ); is not changed. The variable SEQ; de-
notes a sequence number of a message for ‘ZI'IPJ

T P; manipulates variables REQ,, ..., REQ, to
receive messages. REQ; shows a sequence num-
ber of a message which T'P; expects to receive
next from T'P;. On receipt of a message m from
TP;, if m.SEQ; = REQ;, TP; finds that there
is no loss of a message sent by T'P;. The mes-
sages received are stored in the buffer RBUF.
The messages in RBUF are causally ordered by
using the vector clocks. The messages sent are
also stored in the buffer SBUF in the sending
order.

Each message m is composed of the following
fields:

- m.SP = process TF; sending m.

. n;.DP = collection of destination processes

of m. :
- mSEQ = { m.SEQ,, .., m.SEQ, ) = se-
quence number of m.
- m.DT = data.

Here, suppose that T'P; sends a data D to the
processes TF;1, ..., TPy, in G. TP; makes a fol-
lowing message m. ,

m.SP = TP; m.DP = [ TPy, .., TPy, ;
SEQ; = SEQ; + 1 for every TP; € m.DP;
m.SEQ = SEQ; :
m.DT = D; s
On receipt of message m from TP;, T'P; checks

the sequence number. If message lost is detected,
TP; sends NACK to the nearest process. Other-

~wise, T'F; delivers the message and sends ACK.

if (rsceive(‘my)‘ 1=.0) {
if (m.SEQLil < REQ[;1) {
send (NACK); S .

else - B
REQ[j] = m.SEQ[i];
deliver(m);
send(ACK);

6 Evaluation of Protocols
6.1 Reliable receipt

The prototypes of the protocol has been im-
plemented to be a groip G of five UNIX pro-
cesses il SPARC workstations; i.e. two SktusO,
ktusl) in Hatoyama, one (swan) in Sendai, Japan,
one (sunshine) in UCLA, U.S. and one (aina) in
Keele, UK. We consider two cases: (1) there is no
message loss and (2) ktus0 loses a message m. We
measure the delay.time where processes send mes-
sages of 1024 bytes to e:{l processes in the group.
In the ‘decentralized protocol (D), the sender pro-
cess nina retransmits m. In our protocol (M),
ktusl nearest to kius0 forwards m to kfus0. *

. The prdwiné events occur in the process:

send: m is sent by the original sender pro-
cess.



receive: m is received by the destination
process.

deliver: m is delivered to an application pro-
cess. .

reliable receive: The sender process knows
that m is received by all the destinations.
detect: A destination process detects a loss
of m by receiving another process’s confirma-
tion of m. -

For each event e, let time(e) be time when e oc-
curs. The following kinds of delays are obtained
from the times measured:

receipt(R) delay: time(receive) —
time(send).
- delivery(DL) delay: time(deliver) —
time(send).

reliable receipt(RR) delay: time(reliable
receive) — time(send).
detect(DT) delay:
time(send).

(1) of Table 2 indicates the R, DL, and RR de-
lays for four protocols in the first case. The differ-
ence between R and DL shows time for the proto-
col processing. The difference between R and RR
shows time for exchanging the confirmation mes-
sages of m. (2) of Table 2 shows the R, DT, DL,
and RR delays in the presence of lost messages.
The difference between DL and DT shows time
for recovering from the ressage loss by retrans-
mission. For example, kius! forwards m to ktus0
in the protocol. The difference between DT and
DL shows how long it takes to retransmit m.

Following Table 2, the processes can recaver
from message loss with shorter delay in our pro-
tocol than tie decentralized one. In addition, the
delay time is almost the same as the no-loss case.
In the wide-area group, each channel is different
in the delay time and message loss ratio. Hence,
the messages can be delivered with shorter delay
if the messages are sent through channels with the
shorter delay and less loss ratio.

time(detect) —

. Table 2: Delay [msec].
Protocols M D
“recelpt(R) 376 | 376
(1) [delivery(DL)_| 383 | 383
rel. rec. (RR) | 724 [ 1123
“detect (D'T) 386 | 762
(2) [ receipt {(R) 393 | 1135
delivery (DL) | 394 | 1139
rel. rec. (RR) | 735 | 1891
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7 Concluding Remarks ;

It is important and critical to discuss how to
realize the high-speed communication of multime-
dia data among multiple processes in the world-
wide area by using the Internet. We have dis-
cussed the wide-area group communication in-
cluding multiple processes interconnected by the
Internet. Here, each logical channel between the

processes has a different delay time and message
loss ratio. In this paper, we have presented ways
to reduce the delay time of messages and improve
the reliability in the wide-area group, i.e. desti-
nation retransmission and replication. We have
presented four protocols, i.e. basic, modified,
nested group, and decentralized protocols. We
have shown that the our protocol implies shorter
delay time through the world-wide experiment.
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