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Abstract.

Although there have been efforts to provide a bandwidth-guaranteed service over the In-
ternet, a best-effort service is most commonly used in reality. In such a situation, continous
media communications over the Internet must satisfy two contradictory requirements: fairness.
of rates from the network and maximization of a rate from the user. We propose two-layer
adaptive transport architecture. It consists of micro and macro adaptation. Micro adapta-
tion ensures TCP-friendliness, while macro adaptation selects a behavior to maximize the
application-level throughput. The proposed architecture was shown to be effective over both

‘+ia wireless LAN and the Iriternet.’
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1 Introduction

Recent advances in computer technology, digital signal
processing applications, and packet network capacity have
accelerated the proliferation of real-time, packet-based con-
tinuous media (CM) communications. Furthermore, the
growth of the Internet has fueled demand for these tech-
nologies and highlighted the difficulties of handling CM
in a wide area network. Although the Internet commu-
nity has worked and is working to establish a mechanism
of bandwidth-guaranteed communications [1], best-effort
communication is more common at present and also, most
likely to continue to be used in the future. CM best-
effort flows mostly use RTP/UDP. Although RTP was de-
signed to accommodate multicast communications, a com-
mon way of use at present is unicast:CM communications.
Therefore we limit ourselves to problems pertaining to uni-
cast RTP-type CM communications.

In such RTP-type communications, retransmission has
seldom been considered. However as suggested in [4], in
some cases, retransmission can be useful. When one Appli-
cation Data Unit (ADU) consists of many packets, retrans-
mission may help reconstruct the ADU of which only a few
packets were lost, for instance, due to a wireless link error.
Although a new retransmission mechanism, potentially us-
ing RTCP which is a control protocol for RTP, may work to
some extent, generated data including retransmit packets
at a CM source are required to satisfy TCP-friendliness [2].
This leads to an idea of simply using RTP/TCP instead of
RTP/UDP.

Using TCP in all cases is, however, inefficient. When
the network condition is stable and a CM can correctly
regulate its rate so that packets will not be lost, UDP is
sufficient and outperforms T'CP in reducing delay and jit-
ter. Based on the consideration, we introduce a Dual-
Data Single-Control (DDSC) channel for adaptive
unicast CM communications. The DDSC channel consists
of an RTP/UDP and a RTP/TCP data sub-channels and
an RTCP/UDP control sub-channel.

Given a DDSC channel, we must define when and how
the two data sub-channels are used. We divide the op-
eration of the CM sender into two: ARQ and non-ARQ
mode. The basic strategy of selecting which sub-channel
is used is as follows: TCP is chosen if the ADU. through-
put is expected to be raised with retransmission in ARQ
mode. Otherwise UDP is chosen in non-ARQ mode. Even
in non-ARQ mode, TCP is intermittently used to probe
for a TCP-equivalent rate [7]. Likewise, UDP is intermit-
tently used to probe for error status of the path between
the sender and its corresponding receiver. The adaptation
by changing the mode is referred to as macro adaptation,
while adjustment of rate to a TCP-equivalent rate in non-
ARQ mode is called micro adaptation. We propose a
transport architecture consisting of macro and micro adap-
tation, Adaptive Transport Architecture (ATA).

We also propose receiver’s assistance to congestion con-
trol. A rate of RTP/UDP sender is designed to be con-
trolled based on the packet loss ratio reported by RTCP
Receiver Reports (RRs). However such a scheme has two
deficiencies. First, the rate is unfavorably reduced when
packet loss occur due to wireless link errors. Second, when
the RTP flow competes with multiple TCP flows, packets
of the RTP flow may not be lost because of the faster re-
sponse of the TCP flows, which hide congestion from the

RTP flow. To overcome the problem, the receiver shall
classify the path status depending on the change in delay
(which is smoothed in our scheme) as well as packet loss.
The sender receives the path status instead of the packet
loss ratio alone, thereby determining the control of its rate.

We designed and implemented ATA in FreeBSD. We
compared ATA with Loss-Delay based Adjustment (LDA)
[6] in experiments and showed that our scheme outperforms
the two in a wireless LAN and the Internet. Especially
the rate of ADU is raised where an LDA receiver cannot
reconstruct any piece of ADUs in a heavy packet loss state.

2 Related Work

There has been an abundance of research about TCP-
friendly schemes. LDA [6] algorithm utilizes RTP for feed-
back information. Using RTCP, the control protocol for
RTP, results in execution of rate control in a coarser pe-
riod than the magnitude of round-trip time (RTT). LDA
has additional features to estimate the TCP-equivalent rate
at the sender; RTT is measured by the reaction of an
RTCP RR to an RTCP Sender Report (SR) and the bot-
tleneck bandwidth is measured by producing Packet Pair
at the sender. Additive Increase/Multiplicative Decrease is
performed depending on packet loss periodically. TFRCP
[3] is based on a more precise formula of estimating TCP
throughput developed by the authors. In the formula, the
fast retransmit and the retransmission timeouts are taken
into account. Rate Adaptation Protocol (RAP) [5] adopts
a fine-grain Additive Increase/Multiplicative Decrease con-
trol that uses ACKs (in a manner similar to TCP) to es-
timate RTT and detect packet loss. The sender of RAP
adjusts it rate every round trip time. ‘The authors also
propose to use the ratio of long-term and short-term av-
erage of RTT to tune the rate more precisely. We also
propose a scheme called Rate Probing Based Adaptation
(RPBA) [7].

Although these approaches toward a TCP-friendly con-
trol are important, there is no consideration for the inter-
action between applications and the transport protocol. In
this paper, we assume more general continuous media data

over RPBA.

3 Adaptive Transport Architec-
ture

The adaptation of ATA consists of two sub-layers of
micro and macro adaptation as illustrated in Figure 1.

¢ Micro adaptation
The objective of micro adaptation is to maintain a TCP-
friendly rate. Therefore the control is conducted in a
short-term on a magnitude of the order of 100 ms to 1
s. The micro adaptation is always hidden from the user
and transparent to its upper layers.

Macro adaptation

The objective of macro adaptation is to maximize the
application-level performance under the constraint of rate
regulaied by the micro adaptation. Macro adaptation
is triggered less frequently. There is a need for macro
adaptation because the characteristics of packet loss may
vary under the same rate. Since the rate itself means the
throughput at the transport level, it does not necessarily
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represent the throughput at the application level. Some-
times, retransmission of lost packets give higher through-
put for the application. Hence, the macro adaptation
deals with the selection of the behavior of the transport
protocol. This includes the determination of whether or
not the retransmission for data reliability is conducted.
Ideally, macro adaptation can be extended to accom-
modate calibrating parameters such as the window sizes
of an existing or a newly developed transport protocol.
However, for simplicity, let us limit the functions only to
selecting between only existing transport protocols.

3;1 DDSC Channel

To enable switching between transport protocols, we

introduced a Dual-Data Single-Control (DDSC) channel.
Figure 2 illustrates the DDSC channel. It has one rate-
controlled UDP, one T'CP sub-channels, and one RTCP
sub-channel. Both the micro and macro adaptation use
the DDSC channel. In the micro adaptation, the channel
intermittently switches the UDP sub-channel to the TCP
sub-channel to probe for the available rate. In contrast,
the macro adaptation decides the use of the sub-channel
that provides better application-level performance.

4 Micro Adaptation

We use TCP-rate Probing Based Adaptation (TPBA)

as micro adaptation. Since the basic behavior of TPBA

is described in [7], we herein describe an outline of TPBA
and a modification to a scheme in [7]. '

In TPBA, like other CM applications, a CM flow uses
RTP/UDP. However, it repeatedly switches its transport
protocol to TCP in order to measure the exact TCP-
equivalent rate. Thus, the rate probing period and the
running period appear alternately. The ATA sender starts
transmission with the rate probing period; data is trans-
mitted over TCP. During the rate probirg period, only
normal data for the flow is. transmitted over the TCP sub-
chaniel and no data for probing is used; the action of prob-
ing does not generate an extra bandwidth that is irrelevant

1 In [7], we called this Rate Probing Based Adaptation
(RPBA).

to data transmission. The transmission rate is examined
based on the transition of the TCP sender’s unacknowl-
edged sequence number snd_una. When the transmission
rate becomes stable, the ATA sender switches from TCP
to UDP sub-channel. Once the ATA sender moves on to
the running period, it transmits data over the UDP sub-
channel at the measured rate during the rate probing pe-
riod.

Originally in [7], we defined the behavior of TPBA
sender in the running period as follows.

e The transmission rate is not increased during the
running period. However, like LDA, if packet loss is
reported from a TPBA receiver, the TPBA sender
reduces its rate depending on the loss ratio.

¢ The running period lasts until predefined time ex-
pires. ‘

These policies are undesirable for three main reasons.
First, detecting congestion relying merely on information
about packet loss is insufficient; when an RTP flow com-
petes with a TCP flow on a link and traffic increases on
that link, the RTP flow may not undergo a packet loss
because in many cases the TCP flow is much quicker in
reducing its rate. Thus the RTP flow may continue to use
a bandwidth in an unfair manner after the TCP flow has
reduced its rate. Second, in an error-prone wireless link,
packets may be lost irrelevantly to congestion. Therefore,
congestion control depending on packet loss ratio alone re-
sults in an erroneously low rate. Finally, it is unknown
whether a rate is reduced in a TCP-friendly manner or not
even when packet is lost due to congestion.

To overcome the problems above , we introduce path
status analysis. The ATA receiver determines the path
status depending on a change in delay as well as packet loss.
The analyzed path status is transfered to an ATA sender
periodically over RTCP RR messages. The ATA sender can
switch to the rate probing period in reaction to notification
of congestion included in the RTCP RR message.

Prior to discussing how to determine the path status,
we define how to deal with delay. Since a clock at a sender
and one at a receiver has a skew, we eliminate the skew
with Estimation of Skew with Reduced Sample (ESRS) [9].
The variation in deley after the removal of skew is used to
determine the path status.

4.1 Path Status

Now we classify the path status into five types. When
delay remains stable in the context of the above ap-
proximation and there is no packet.loss, the path sta-
tus is stable. Let PATH.STAT STABLE denote this
status. When delay increases, it is suggested that the
CM flow has entered to congestion irrespective of packet
loss. Let PATH.STAT_INIT_CONGESTED denote this
status. In contrast, when delay decreases, another flow
has been terminated or disconnected. This status is
referred to as PATH.STAT_INIT_LOOSE. When packet
loss takes place in spite of stable delay, the CM flow
either traverses a link of narrower bandwidth than it
can be accommodated (PATH STAT_SHRINKED) or one
with random packet loss (PATH.STAT RANDOM). We
can distinguish between PATH.STAT.SHRINKED and
PATH.STAT_RANDOM. When the flow travels through
a narrow bottleneck link; packet loss does not occur until
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switch( delay ) { -
case “decreased”ipath status =
PATH.STAT.INIT-LOOSE;
break;
case “increased”: path status =
PATH.STAT.INIT.CONGESTED;
break;
case “stable”: {
if (packet loss == 0) path status = PATH.STAT.STABLE;
else path status is either PATH.STAT.SHRINKED or
PATH.STAT-RANDOM;

}
break;

}

Figure 3: Classifying the path status

the buffer at the bottleneck link is full. Until then, delay
remains constant. But after the buffer is filled, packet is
constantly dropped at the buffer. In contrast, when the
flow travels a lossy link, there is no such sudden point of
change. Thus we can distinguish between the two, but the
former hardly occurs when TPBA is used. A rate is al-
ready ensured to be below the bottleneck bandwidth after
rate probing. Figure 3 shows a pseudo code for classifying
the path status.

Tt is possible to raise a rate by conducting rate prob-
ing after receiving PATH.STATINIT_LOOSE. However,
we decided not to do so because a rate can be increased in
the Rate Probing period:

5 Macro Adaptation

Rate Probing Period
Running Period

Bree [l wor Stotus Probing Period

Figure 4: non-ARQ and ARQ modes

We defined the objective of macro adaptation as maxi-
mizing the application-level performance and suggested us-
ing protocol switching. Assuming that the rate avajlable
at the transport level, which is referred to as “raw rate,”
regulated by the micro adaptation, we limit the function of
the macro adaptation to selecting between UDP and TCP
to raise the rate at the application level, which is referred
to as “ADU rate” hereafter. Unless specified otherwise, a
rate means a raw rate and ADU rate will be described as
“ADU rate.” .

Let us consider what is needed to determine the selec-
tion: between UDP and TCP. The difference betweeri UDP
and TCP is whether or not error control is performed by
retransmission. Necessity of retransmission is closely re-
Jated to the type of ADU and loss ratio. Even when the
rate of UDP is the same as that of TCP, the ADU rate of
UDP becomes worse if § and loss ratio, 7p, are high. For
instance, suppose 0 atid 7, are 20 and 0.05. In an extreme
case when the distribution of packet loss has periodicity
with the same period, every ADU has one corrupted packet
and, as ‘a result, the ADU rate becomes zero. At the other
extreme, when’ packet loss occurs in a burst and is concen-
trated in a single ADU out of twenty ADUs, the ADU rate

of UDP is smaller to that of TCP only by 7. In reality,
the ADU rate falls into these two extremes. Therefore, it
is more important to identify the pattern or distribution of
packet loss than to calculate 7;.

As described in the previous section, the path sta-
tus is analyzed at the receiver of a CM flow. The re-
ceiver can notify the sender of more accurate information
about the path status by reporting not only the loss ratio
but the status such as PATH. STAT INIT_.CONGESTED
and PATH.STAT.RANDOM. Then the sender can decide
whether or not to alter the transmission rate. This is a
large improvement from a simple RTCP RR message. In
a conventional scheme with RTCP RR, if the receiver de-
tects packet loss of some sort, it reports the sender loss
ratio. We call this “receiver’s assistance to conges-
tion control,” which implies that the receiver enhances
congestion control.

Together with this notification of the path status, the
receiver can explicitly request for change of transport pro-
tocols. For instance, the following is a criterion of changing
protocols.

o When UDP is used:

When the path status is PATH. STAT_-RANDOM, 7,
> g0, and s > 7a0, switch to TCP.

¢ When TCP is used:

When  the path status has changed from
PATH.STAT.RANDOM to PATH.STAT_STABLE,
7p < Tp1, OF Na < %a1, switch to UDP.

Here, 1p0, Ma0, Mp1, a.nd‘ﬁal are threshold values. Mp1
and 7,; are set higher than 7, and 740, respectively, in
order to avoid oscillation. From the viewpoint of macro
adaptation, we define the following two. modes:

¢ Non-ARQ mode:

UDP is used as a transport protocol. However, inter-
mittently, TCP.is used to probe for a TCP-friendly
rate. During the period with UDP, the receiver no-
tifies the sender of the path status.,

¢ ARQ mode:
TCP'is used as a'transport protocol. However, inter-
mittently, UDP is used to probe for the path status.

Due to the limita,ficn in space, the ééﬁxplete behaviors
of the ATA sender and receiver are described in [8].

6 Experiments
6.1 Wireless LAN :
In Topology 1a shown in Flgure 5 w1th Cond3, traffic
was generated as follows. ‘
Traffic Cpn‘dition A
o Flows 1-3 begins transmission at time 0 and are tet-
minated at time 80's.

e Flows 1 andZ are TCP flows generated at Host 2.

e Flow 3 carries CM ADUs with either ATA, LDA, or
TCP.

Snapshots that show transition of the above metrics
for ADUs which consist of 1440-byte packets are shown
in Figures 7 - 9. In the figures raw rate and ADU Trate
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represent a rate at the transport level and the application
level, respectively. Time 0 in all these graphs corresponds
to the time when the first packet of one of Flows 1-3 ar-
rived. This case corresponds to a deteriorated wireless en-
vironment and packet losses occur frequently. Therefore
all metrics of ATA, LDA, and TCP remain poor. As seen
in these figures, LDA cannot raise a transmission rate due
to frequent packet losses. It can be said that an algorithm
in which a transmission rate is reduced merely depending
on information about packet losses is not suitable for wire-
less networks. Let 8§ denote the number of packets per
ADU. We changed 8 from 1 to 10-and 20. As exhibited in

the figures, when 8 becomes high, ATA selects ARQ-mode,

thereby attaining the same performance as that of TCP.

6.2 Internet

We tested our scheme over a path in the Internet 2
shown in Figure 6. Since we cannot control traffic in the
Internet, it is difficult to compare between results with
different schemes if they run in a different time. Therefore
we compared ATA with TCP as follows.

Traffic Condition B

o Flows 1 and 2 begin transmission at time 0 and are
terminated at time 80 s.

o Flows 1 carries motion JPEG data with TCP from
Host 2.

e Flow 2 carries the Motion JPEG data with ATA from
Host 1.

The measured rates and delay are shown in Figures 13
- 18. To evaluate the distribution of delay, we use a cumu-
lative distribution function (CDF). As seen in the graphs,
the TCP flow sometimes ceases probably due to a packet
loss. The number of the deterioration in delay for the TCP
flow varies on the trials; in Trial 3, there is only one jump
in delay in 80-s period. In contrast, the ATA flow can
maintain its stability in delay. At the same time it re-
tains a TCP-equivalent rate inserting several times of rate
probing.

7 Conclusion

In this paper, we proposed Adaptive Transport Archi-
tecture for continnous media communication using a DDSC
channel. We designed and implemented ATA in FreeBSD.
We compared ATA with Loss-Delay based Adjustment in
experiments and showed that our scheme outperforms LDA
in a wireless LAN and the Internet.

ATA has shown to be robust in a lossy wireless environ-
ment and is still applicable in the current Internet. Future
work includes fine tuning of parameters for accurate clas-
sification of the path status.
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