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Consistency of Global Checkpoints based on Characteristics of
Communication Events in Multimedia Applications
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In order to achieve fault-tolerant distributed systems, checkpoint-recovery has been researched and many pro-
tocols have been designed. A global checkpoint taken by the protocols have to be consistent. For conventional
data communication networks, a global checkpoint is defined to be consistent if there is no inconsistent message
in any communication channel. For multimedia communication networks, there are different requirements for
time-constrained failure-free execution and large-size message transmissions where lost of a part of the message
is acceptable. In addition, based on not characteristics of data of a message but characteristics of communication
events for the message, restrictions of a consistent global checkpoint are determined. This reflects deterministic
and non-deterministic property of the usage of communication buffers in layered system model. This paper
proposes novel criteria, for global checkpoints in multimedia communication networks.
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restarting execution of applications correctly in con-
ventional data communication networks, a set of local

1 Introduction

Advanced computer and network technologies have
lead to the development of computer networks. Here,
an application is realized by multiple processes located
on multiple computers connected to a communication
network such as the Internet. Each process computes
and communicates with other processes by exchanging
messages through communication channels. Mission-
critical applications are required to be executed fault-
tolerantly. That is, even if some processes fail, execu-
tion of an application is required to be continued. One
of the important methods to realize fault-tolerant net-
works is checkpoint-recovery. During failure-free exe-
cution, each process sometimes takes local checkpoints
by storing state information into a stable storage. If a
certain process fails and recovers, e.g. by replacing a
crashed hardware and rebooting an operating system
by which the process is managed and by doing noth-
ing for timing dependent problem such as deadlocks,
the processes restart from the checkpoints by restor-
ing the state information from the stable storage. For

checkpoints taken by all the processes and from which
the processes restart should form a consistent global
checkpoint [3]. A global checkpoint is defined to be
consistent if there is neither orphan nor lost message.
However, in a multimedia communication network,
applications require transmission of large-size multi-
media messages and low overhead failure-free execu-
tion rather than strict consistency. Hence, this paper
proposes novel criteria for global checkpoints based
on properties of multimedia communication networks
and applications.

2 Conventional Consistency

Let NV = (V,L) be a computer network where .
V ={p1,...,Pa} is a set of processes p; and £ C V?
is a set of communication channels (p;, p;) from a pro-
cess p; to another process p;. Execution of an appli-
cation in p; 1s modeled by a sequence of occurrences
of events. p; transits from one state to another by
an occurrence of an event. There are two kinds of



events; local events and communication events. At
a local event, state transition in p; is caused by lo-
cal computation without exchanging a message. At a
communication event, p; communicates with another
process by exchanging a message and the state of p;
is transitted. There are two kinds of communication
events; a message sending event s(m) and a message
receipt event r(m) for a message m. In order to realize
a fault-tolerant network, there are two kinds of meth-
ods; checkpoint-recovery and replication. In replica-
tion [8,17], each process is replicated and placed on
multiple computers. Even if a certain process fails,
other replicated processes continue to execute an ap-
plication. On the other hand, checkpoint-recovery is
widely available [1,2,5-7,10,11,13,16]. Here, dur-
ing failure-free execution, each process p; sometimes
takes a local checkpoint ¢; by storing current state in-
formation into a stable storage [14]. After p; fails and
recovers, p; restarts execution of an application from
¢; by restoring the state information from the stable
storage. If p; restarts independently of the other pro-
cesses, there may be two kinds of inconsistent mes-
sages; lost messages and orphan messages [9].
[Inconsistent message] Suppose that processes p;
and p; take local check points ¢; and ¢, respectively.
A message m transmitted through (p;,p;) is incon-
sistent if m is a lost message or an orphan message
for aset Cyp, .3 = {ci,¢;} of local checkpoints. m is
a lost message Ul s(m) occurs before taking ¢; in p;
and r(m) occurs after taking ¢; in p;. m is an orphan
message iff s(m) occurs after taking ¢; in p; and r{(m)
occurs before taking ¢; in p;. O

In order to correctly recover A from a process fail-
ure, there should be no inconsistent message in any
communication channel in £. Thus, in case of a fail-
ure in a process p;, not only p; but also other pro-
cesses restart from local checkpoints. Hence, a global
checkpoint Cy = {e1,...,cn} which is a set of local
checkpoints of all the processes in V should be consis-
tent [9].
[Consistent global checkpoint] A global check-
point Cy in N = (V, L) is consistent iff there is no
inconsistent message in any communication channel
in . O

3 Multimedia Networks

Recently, multimedia network applications such as
distance learning, tele-conference, tele-medicine and
video on demand have been developed on communi-
cation networks [15]. Here, messages with multimedia.
data including text, voice, sound, picture and video
are exchanged among processes. These messages are
larger than those with conventional data. Hence, it
takes longer time to transmit and receive them. As
shown in Figure 1, the following four pseudo events
are defined for a multimedia message m transmitted
through a communication channel (p;, p;):

o sb(7): p; begins sending 7.

o se(m): p; ends sending 7.

e rb(7): p; begins receiving 7.

o r¢(7n): p; ends receiving m.

A message sending event s(77) for m begins at sb(7m)
and ends at se(#7) in p;. A message receipt event r(77)
for m begins at rb(7) and ends at re(m) in p;. Com-
puter network protocols, e.g. TCP/IP protocols [4],
are hierarchically composed. A message in an upper
layer is decomposed into multiple packets in a lower
layer. For example, an IP datagram may be decom-
posed into multiple Ethernet frames in a sender pro-
cess since an MTU (Maximum Transfer Unit) for an
IP datagram is 64kbyte and one for an Ethernet frame
is 1.5kbyte. These frames are reassembled in a receiver
process. Thus, a multimedia message m is assumed to
be decomposed into a sequence (pay, ..., pa;) of mul-
tiple packets for transmission as in Figure 1. Here,
s(pax) is a packet sending event and r(pay) is a packet
receipt event for a packet pag.

s(in)
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Figure 1: Multimedia message transmission.

A communication event in a multimedia network is
characterized by when data of a transmitted packet
is determined and when data of a received packet is
accepted by an application.

For packet sending events, there are two kinds
of events; bulky packet sending events and stream
packet sending events. Data of a packet pa sent at a
bulky packet sending event is determined at beginning
of sending event of a multimedia message ™ where
pa € T. Here, the following properties are held:
[Property] If a packet sending event s(pa) of a packet
pa of a multimedia message 7 is bulky, e — s(pa) iff
e => sb(7m) where — and = represent causal prece-
dence and temporal precedence between two events,
respectively.d
[Property] If a packet sending event s(pa) of a packet
pa of a multimedia message 7 is bulky, i.e. s(pa) for
Jpa € ™ is bulky, s(pa’) for Vpa' € 7@ is bulky.O
On the other hand, data of a packet pa sent at a
stream packet sending event is determined just at this
event. Here, the following properties are held:
[Property] If a packet sending event s(pa) of a packet
pa of a multimedia message 771 is stream, e — s(pa)
iff e = s(pa).0
[Property] If a packet sending event s(pa) of a packet
pa of a multimedia message 7 is stream, i.e. s(pa) for
Jpa € m is stream, s(pa’) for Vpa' € M is stream.0



Same as a packet sending event, for packet receipt
events, there are also two kinds of events; bulky packet
receipt events and stream packet receipt events. Data
of a packet pa received at a bulky packet receipt event
is accepted at ending of receipt event of a multimedia
message M where pa € 7. Here, the following prop-
erties are held:

[Property] If a packet receipt event r(pa) of a packet
pa of a multimedia message 7 is bulky, r(pa) — e iff
re(7) = e where — and = represent causal prece-
dence and temporal precedence between two events,
respectively.0

[Property] If a packet receipt event r(pa) of a packet
pa of a multimedia message 7 is bulky, 1.e. r(pa) for
Ipa € m is bulky, r(pa’) for Vpa' € ™ is bulky.O

On the other hand, data of a packet pa received at a
stream packet sending event is accepted just at this
event. Here, the following properties are held:
[Property] If a packet receipt event r(pa) of a packet
pa of a multimedia message 7 is stream, r(pa) — ¢
iff r(pa) = .0

[Property] If a packet sending event 7(pa) of a packet
pa of a multimedia message 7 is stream, i.e. r(pa) for
dpa € ™ is stream, r(pa’) for Vpa' € 7 is stream.Ol

For a message m with conventional data, commu-
nication events s(m) and r(m) are assumed to be
atomic. Here, each local checkpoint ¢; in a process
pi is taken only when no other event occurs in p;.
However, a multimedia message is so larger than a
conventional data message that it takes longer time to
transmit and receive the message. Thus, if a process
is required to take a local checkpoint during a com-
munication event, it has to wait until an end of the
event. Hence, timeliness requirement in a checkpoint
protocol is not satisfied and communication overhead
in recovery is increased. Therefore, a local checkpoint
should be taken immediately when a process is re-
quired to take it even during a communication event.
That is, a process p; sending a multimedia message
m = (pay, ..., pa;) takes a local checkpoint ¢; between
packet sending events s(pa,) and s(pas;;) and an-
other process p; receiving 7 takes a local checkpoint
¢; between packet receipt events r(pa,) and r(pa,41).
In addition, part of a multimedia message may be
lost in a communication channel for an application,
e.g. MPEG data transmission. Such an application
requires not to retransmit lost packets in recovery but
to transmit packets with shorter transmission delay.
Hence, an overhead for taking a checkpoint during
failure-free execution is required to be reduced.

4 Criterion (1) - Consistency

As discussed in section 2, since the conventional
criterion for a global checkpoint is based on an archi-
tecture of conventional data communication networks,
novel criteria should be introduced into multimedia
communication networks. Global consistency Ge for
a global checkpoint Cy = {c1,...,¢,} denotes degree
of consistency for Cy in N = (V,£). In a conven-
tional data communication network, Gec is defined as

follows:

Gc:{é

In a multimedia communication network, a local
checkpoint is taken even during a communication
event and it is acceptable for an application to lose
part of a multimedia message. Hence, a domain of Ge
is a closed interval [0, 1] instead of a discrete set {0,1}.
Here, Ge should be compatible with the conventional
criterion, i.e. (1) should be satisfied.

Gc 1s determined by timing-relation among local
checkpoints and communication event for messages
transmitted through communication channels. Thus,
Ge is calculated by channel consistency Cc;; for all
the communication channels (p;,p;) € £. Further-
more, Cc;; for a communication channel (p;,p;) is
calculated by message consistency Mc:-‘j for all multi-
media messages M, transmitted through (p;, p;). Fi-
nally, Mc?j for a multimedia message 7, transmitted
through (p;, p;) is induced by timing-relation between
communication events for 7, and local checkpoints

C{pi:pi} = {ei,¢j}.

no inconsistent message in £.
otherwise.

(1)

4.1 Message Consistency

Message consistency Mc}‘j is degree of consistency

for a set Cpp, ..y = {¢i,¢;j} of local checkpoints and a
multimedia message m, transmitted through a com-
munication channel (p;, p;). Here, ¢; and ¢; are taken
by processes p; and p;, respectively. Here, we define
an inconsistent multimedia message.
[Inconsistent multimedia message] A multimedia
message m,, 1s inconsistent iff m,, is a lost multimedia
message as in Figure 2 or an orphan multimedia mes-
sage as in Figure 3. my, is a lost multimedia message
iff se(7y) occurs before taking c; in p; and rb(my)
occurs after taking ¢; in p;. m, is an orphan multi-
media message iff sb(7i,) occurs after taking ¢; in p;
and rb(7y) occurs before taking ¢; in p;. O

7 y
bew C ;
sb(itin) J
rb(iu)
se(mu)
m—— re(niu)
I , time

Figure 2: Lost multimedia messages.

If my, 1s a lost multimedia message, all the packets of
my have been already sent by p; but none of them is
received by p; in recovery. If m, is an orphan multi-
media message, m, might not be retransmitted after
recovery due to non-deterministic property of p; even
though p; has already received part of m,. For com-
patibility with (1), M¢j; = 0 for .



[Consistency for inconsistent multimedia mes-
sage] McY, = 0 for an inconsistent multimedia mes-
sage Ty -

7

A re(in)

Figure 3: Orphan mu]timeglflaemessages.

If ¢; and ¢; are taken before sb(mmy) and rb(7y),
Mc}‘j = 1. In addition, if ¢; and ¢; are taken
after se(my) and re(7y), Mcj;, = 1. Thus,
it is compatible with (1). = As discussed in the
previous section, a multimedia message T, is
decomposed into a sequence of multiple packets
(pay,...,pa;). Thus, s(7y) is composed of a sequence
(sb(mz), s(pay),...,s(pa;), se(m)) of packet send-
ing events and pseudo events and r(77;) is composed
of a sequence (rb(T), r(pay),...,r(pa;), re(fy)) of
packet receipt events and pseudo events.

[Lost and orphan packets] Suppose that local
checkpoints ¢; and ¢; are taken between s(pa,) and
s(pa,,,) and between r(pa,) and r(pa, ) for a multi-
media message M, = (pay, ..., pa;), respectively. paj
is a lost packet iff s(par) occurs before taking ¢; in p;
and r(pax) occurs after taking ¢; in p;. pay is an or-
phan packet iff s(pay) occurs after taking ¢; in p; and
r(pax) occurs before taking ¢; in p;.0

If s = r, there is no lost and orphan packet. Hence,
Mcf; = L.

If s > r, {pa,q,...,pa,} is a set of lost packets.
These packets are not retransmitted after recovery.
Lost packets in a conventional data communication
network are restored by logging them in failure-free
execution [1,13]. However, in a multimedia communi-
cation network, less overhead in failure-free execution
is required since applications require time-constrained
execution. For example, storing a message log in a
stable storage makes transmission delay and jitter in
MPEG data transmission larger. In addition, even if
part of a multimedia message is lost in recovery, an
application accepts the message. The less packets are
lost, the higher message consistency is achieved. A
multimedia message is usually compressed for trans-
mission. Thus, value of packets for a message is not
unique. For example in an MPEG data transmission,
value of a packet for an I-picture is higher than value
of a packet for a B-picture. Therefore, message consis-
tency depends on total value of lost packets as follows:

OMey;
Ol-value
where l~value = Z

lost packets pai

2
value(pag). @

Here, a domain of Mc}; is an open interval (0, 1).

If s <7, {pagy,,...,pa,} is a set of orphan pack-
ets. An orphan multimedia message might not be re-
transmitted after recovery due to non-deterministic
property of a process. However, orphan packets are
surely retransmitted after recovery since ¢; and ¢; are
taken during transmission and receipt of 7, and the
data of ™y being carried by a sequence (pay, ..., pa;)
of packets is not changed even after recovery. Orphan
packets are received twice, once in failure-free execu-
tion and once after recovery. By assigning a sequence
number to each packet, it never occurs for an applica-
tion to receive a packet more than once. Hence, mes-
sage consistency does not depend on orphan packets.
[Message consistency] Let value(7i;) be total

value of packets pay, ..., pa; of fiy.
Mcj; =0 if l-value = value(y).
Mc =1 if l-value = 0. (3)
oM.

L

Aovalue < Ootherwise. 0O

[Example 1] In Figure 4, the reduction of message
consistency is proportional to total value of lost pack-
ets. Here, message consistency is as follows:

Mt =1- l—vali
I value (7))
§
57 value(pak) )
—1_ k=r+1
- value(y)
[}
Mc
7]
" » lost value
0 value(mu)

Figure 4: Message Consistency Example(1).

[Example 2] In Figure 5, if most of the packets of
a message m, are not lost, message consistency is al-
most 1. On the other hand, if most of the packets of
i, are lost, message consistency is almost 0. For ex-
ample in MPEG data transmission, even if small part
of a message are lost, applications accept the message.
On the other hand, if most part of a message are lost,
applications do not accept the message. Hence, ac-
cording to increase of total value of lost packets, mes-
sage consistency decreases first gradually, then rapidly



Mc
1]
+ » lost value
0 value(mu)

Figure 5: Message Consistency Example(2).

and finally gradually. Hence, message consistency is
as follows:

tan™(—a(lostvalue — value () ))

value(Ty ) +1
tcm_l(a—g—“)
Mcj; = )
(5)
a : constant
m}

4.2 Channel Consistency

Based on the message consistency for multime-
dia messages 7, and local checkpoints ¢; and ¢; in
processes p; and p; respectively, channel consistency
Ccij is defined as degree of consistency for a set
Cip.p;3 = {¢i,¢;} of local checkpoints in a commu-
nication channel (p;,p;) € £. Cc;; is calculated by
using message consistency M¢;; for every message 7,
transmitted through (p,,p;). For compatibility with
(1), if message consistency for every message transmit-
ted through (p;, p;) is 1, channel consistency is also 1.
On the other hand, if message consistency for at least
one message transmitted through (p;, p;) is 0, channel
consistency 1s also 0. In addition, channel consistency
monotonically increases for consistency of messages
transmitted through (ps, p;).

[Channel consistency] Let M;; be a set of messages
transmitted through (p;, p;).

Cc,-j:l if Vm—uGM,»j Mc;?‘jzl,
Ceij=0 if Imy € My; Mc;-‘j:().
(6)
aCC," .
Ym, € M;; 2> 0 otherwise. O
I 3Mc;‘j

[Example 3] Cc¢;; is calculated by multiplication. of
Mc¥ for all the messages T, transmitted through

(pi, pj). This satisfies (6).

CC;']':HMC;} = (7)

My

4.3 Global Consistency

Based on the channel consistency for communi-
cation channels {p;,p;) € £ and global checkpoint
Cy = {c1,...,¢n}, global consistency Ge is defined
as degree of the global checkpoint. Gc¢ is calculated
by using channe] consistency Ce;; for every commu-
nication channel (p;,p;) € L. For compatibility with
(1), if channel consistency for every channel in £ is
1, global consistency is also 1. On the other hand, if
consistency for at least one communication channel is
0, global consistency is also 0. In addition, channel
consistency monotonically increases for consistency of
the communication channels in £.

[Global consistency]

Ge=1 if V<pz‘,pj> cLl CCZ] =1.
Ge=0 if pi,p;) €L Ceyy=0.
(8)
Y{pi,p;) € L (,_)806;; > 0 otherwise. O

[Example 4] Gc is calculated by multiplication of
Clej; for all the communication channels (p;, p;) € L.
For independence of system scale, normalization fac-
tor |£} is applied. This satisfies (8).

(pispj)
5 Criterion (2) - Duplexity

For taking a checkpoint during failure-free execu-
tion, each process stores state information into a sta-
ble storage. Here, the state information consists of
state variables of an application and communication
buffers. There are two communication buffers in a
process p;; a transmission buffer tb; and a receipt
buffer 7b;. When a process transmits a message m to
another process, m is decomposed into multiple pack-
ets paiy,...,pag. Then, these packets are stored into
tb;. Packets in tb; are transmitted in FIFO order. In
a process, multiple threads of control may be invoked
and transmit messages simultaneously. Hence, pack-
ets for these messages are interleaved in tb;. On the
other hand, received packets are stored into 7b; and
processed in FIFO order.

As discussed in the previous section, the newly in-
troduced consistency of a global checkpoint is induced
only by the number of lost packets. In recovery, be-
fore a process p; receiving a message when it takes
a local checkpoint restarts execution of an applica-
tion, p; has to receive all orphan packets of @ On the
other hand, a process p; sending T sends all orphan
packets of ™ before packets of another message even
though p; has already received since the packets have
already been stored into a transmission buffer tb; of
p;. Thus, the more orphan packets are, the longer
recovery time is. Hence, we introduce an additional
criterion for a global checkpoint based on the number
of orphan packets.



As the discussion of consistency in section 4, we
calculate the global duplexity by using local duplex-
ity induced by the state of transmission and receipt
buffers.

[Duplexity td; for tb;] When a process p; takes a
checkpoint, a transmission buffer tb; of p; is stored
into a stable storage as state information. In recov-
ery, for restarting to execute an application, p; has to
transmit all the orphan messages stored in tb;. How-
ever, p; sends the message in tb; only in the order of
tb;. Hence, duplexity td; for tb; is denoted as follows:

td; = Fy(number of messages m
before the last orphan message in tb;)

(10)

[Duplexity rd; for rb;] Before restarting an applica-
tion, a process p; has to receive all the orphan mes-
sages destined to p; from p; where (p;,pi) € L. rd!
denotes recovery overhead caused by orphan messages
transmitted through (p;, p;) after recovery.

rdi = Fy(number of orphan messages intd;) (11)
Thus, rd; is induced by a function whose parame-
ters are rd} and monotonically increases for rd!.
rdi = F3(7’l)1, 7'{)2, ey T’l)n)

0T'di
Bl 2 ° (12)

[Duplexity dup; for p;] Using ¢d; and rd;, dup; is
defined as follows:

dupl = F4(tdi,7'di)
Adup; Odup;
>
3tdi - 6T‘di - 0 (13)

[Duplexity rd; for rb;] Global duplexity Gd is cal-
culated by using dup; for all the processes p; € V.

Gd = Fg,(dupl, o
0Gd
Odup; —

., dup;)
(14)

6 Conclusion and Remarks

This paper has proposed two novel criteria, consis-
tency and duplexity, for a global checkpoint in multi-
media network systems. The authors will design QoS-
based checkpoint protocols based on these criteria.
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