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Abstract

This paper discusses a communication protocol for exchanging multimedia messages in a group of multiple
peer processes. In group communication, a group of multiple processes are first established. Every process sends
multimedia messages to multiple processes while receiving multimedia messages from multiple processes in a
group. In addition, messages are required to be causally delivered. Since the computation resource like CPU are
limited, each process may not receive all messages from other processes if the process spends much computation
resource to receive al the messages from some process. Thus, it is significant to support each process with “fair”
communication service in a group. In this paper, we discuss what the fairness means in a group of multiple
processes interconnected with heterogeneous networks. We discuss a group protocol which supports a group of
peer processes with fair communication.
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1. Introduction lack of computation resource. Thus, processes are re-

In distributed applications, multiple peer processes
are cooperating by exchanging multimedia messages
in high-speed communication networks. A process
sends messages at such a rate that a destination pro-
cess can receive the messages. There are many discus-
sions on how to control the transmission rate so as to
prevent from buffer overruns for one-to-one and one-
to-many communications [1, 2, 14]. For example, a
media server multicasts video data to multiple clients.

In group communication, agroup is a collection of
multiple peer processes and the processes exchange
messages with each other, i.e. each process sends a
massage to multiple destination processes while re-
ceiving messages from multiple processes[1,7]. In ad-
dition to reliably delivering messages to multiple pro-
cesses, messagesfor multiple processes are required to
be causally delivered [6, 7]. Each process can support
the limited processing bandwidth. Hence, a process
cannot receive al the messages transmitted in the net-
work and cannot send as many messages as the pro-
cess would like to send. For example, if a process
spends most computation resource like CPU to receive
all the messages from some process, the process can-
not receive messages from other processes due to the
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quired to support applications with fair group com-
munication servicein agroup. In this paper, we define
what the fairness means in group communication. We
also discuss a group protocol to support a group of
multiple peer application processes with fair commu-
nication.

In section 2, we discuss group communication ser-
vice. In section 3, we discuss whether a traditional
communication protocols can be used to realize group
communication. In section 4, we discuss fair group
communication protocol.

2. Group Communication

In group communications [9-11, 15], multiple pro-
CESSES p1, ..., pn (n>1) first establish a group and
then the processes exchange messages with each other
in the group. A process sends each message to mul-
tiple processes while receiving messages from multi-
ple processes in a group. A group is a collection of
peer processes where thereisno centralized controller.
Messages sent by a process are required to be reli-
ably delivered to each destination process, i.e. without
message loss and in asending order. In addition, mes-
sages are required to be causally delivered in a group.


研究会Temp 
社団法人 情報処理学会 研究報告IPSJ SIG Technical Report

研究会Temp 
2003－DPS－113　　(4)

研究会Temp 
2003／6／19

研究会Temp 
－19－


A message m; causally precedes another message m.»
(m1 — my) if and only if (iff) a sending event of m,
happens before a sending event of m» [6,11]. For ex-
ample, suppose aprocess p; sends amessage my to a
pair of processes p, and p3 in agroup. The process po
sends a message mo after receiving the message m; .
Here, m, causally precedes my (m; — my). Every
common destination process p; of messages m; and
mq isrequired to deliver m; beforems if m; causally
precedes m.

There are a pair of approaches to realizing the
group communication, centralized and distributed
ones. In the centralized approach, there is one con-
troller process which coordinates the cooperation of
multiple processes in a group. Each process sends a
message to the controller and then the controller for-
wards the message to al the destination processes.
Current teleconference systems take the centralized
approach. In the distributed approach, there is no con-
troller and each process directly exchanges messages
with the other processes. In this paper, we take the
fully distributed approach to realizing the group com-
munication.

A group G is composed of multiple peer processes
P1, --+y Pn (n>1). The processes communicate with
each other by using logical channels supported by the
underlying network. Each channel supports a pair of
processes with some Quality of Service (Qo0S), i.e.
bandwidth, packet lossratio, and delay time. A mes-
sageis delivered to each destination process through a
channel. A process takes a multimedia message from
an application process. The multimediamessageisde-
composed into asequence of packets[Figure 1]. Pack-
etsare units of data transmission on an underlying net-
work while a message is a unit of data transmission at
application layer. The packets are transmitted to desti-
nation processes in a network. QoS supported by each
channel is changing depending on types of underlying
networks and due to congestions and faults of the un-
derlying network.

A process is characterized by the total processing
capacity [bps] to send and receive messages. If apro-
cess spends most computation resource to do some
work, the process cannot do other works. For ex-
ample, if a process spends the processing capacity to
receive messages with high bandwidth from one pro-
cess, the process may not receive messages from the
other processes due to the lack of the processing ca-
pacity. Thus, each process cannot send and receive
as many messages as the process desires. There, the
process has to give up some desire. A pair of pro-
cesses are to as fair if the rates of the desires which
are satisfied are same in both processes.It is signifi-
cant to support every process with fair communication
in the group. There are many discussions on the fair-
ness on service which process can take.
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Figure 1. Communication model.

3 Traditional Communication Protocols

One approach to realizing group communication
is to take usage of traditional protocol like TCP [12]
and UDP [13]. In traditional connection-oriented pro-
tocols like TCP [12] and XTP [2], one-to-one and
one-to-many communication are supported. The data
transmission among a pair of processes is coordinated
based on the feedback control. If a process failsto re-
ceive packets due to buffer overflow and overrun, the
destination processinforms the source process. On re-
ceipt of the notification, the source process decreases
the transmission rate and retransmits the packets lost
to the destination process. One the other hand, packets
are just transmitted without any control in UDP [13].
However, some packets may be lost in the network.
One way to realize a group protocol for exchanging
multimedia messages is to take usage of UDP. We
measure the receipt rate of packets in a pair of fol-
lowing configurations there process p1, p2, and ps3 as
shown in Figure 2:

1. One sender process po sends packets to a pair of
receiver processes p; and ps.

2. Two sender processes po and ps send packets to
one receiver process p; .
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Figure 2. Evaluation system model.

The processes areredlized in C language on the fol -
lowing computers which are interconnected with Gi-
gabit Ethernet(1000BA SE-SX):
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p1: Sun Enterprise 450 Server(Ultra SPARC-II
400MHz x2, 1GB memory, Solaris 9).

p2: Sun Blade 1000(Ultra SPARC-IIl 900MHz %2,
2GB memory, Solaris 8).

p3. Sun Enterprise 450 Server(Ultra SPARC-II
300MHz x2, 592MB memory, Solaris 2.6).

In the first case, the source process p, continu-
ously sends packets to a pair of destination processes
p1 and p3 for 10 seconds at the transmission rate of
100[Mbps]. A pair of the destination processesp; and
p3 receive the packets sent by p,. However, the receipt
rates at the destination processes ps and ps arefar time
as shown in Figure 3. The receipt rate is smaller than
the transmission rate, i.e. the destination process loses
some packets.

In the second case, a pair of source processes
p2 and p3 send packets with the transmission rate
80Mbps to the destination process p; for 10 seconds.
Each of the source processes p, and p3 transmits pack-
ets at rate 80[Mbps] for 10 seconds. However, the re-
ceipt rate of the destination process p; as slower than
80 [Mbps] as shown in Figure 4. Due to the lim-
ited processing rate, there are more number of packets
which the process p; cannot receive.
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Figure 3. Evaluation (1).

The network bandwidth and the processing capac-
ity of each process are limited. In order to realize fair
communication, each process has to allocates compu-
tation resource like CPU to receive and send messages
in the network.

4. Fair Communication
4.1. Model

We consider a group of multiple peer processes p1,
..y pPn (N>1)which exchange multimedia messages.
The network bandwidth and the processing capacity
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Figure 4. Evaluation (2).

[bps] of each process are limited. The total process-
ing capacity should be fairly to send and receive mes-
sages to and from each process, respectively. In order
to realize fair communication, each process has to al-
locates computation resource like CPU to receive and
send messages in the network. The maximum pro-
cessing rate of each process is bounded. If a process
consumes most portion of total processing capacity to
receive messages from another process, the process
cannot receive messages from other processes. The
system has to support a group of multiple processes
with fair communication service. The fairnessis mea
sured in terms of QoS with which each application re-
quires to be supported. There are discussions on how
to define the fairness for multiple peer processesin a
group. We consider a system which supports a group
of processes with fair communication in following en-
vironment:

1. Every processin agroup is sending messages at
a same transmission rate.

2. It takes each process same timeto transmit a unit
of application data.

3. Every processin agroup is sending messages at
a same throughput.

We assume that the underlying network is reliable
and synchronous, i.e. no packet is lost and delay time
is bounded. Let ¢;; be delay time between a pair of
processes p; and p;. RTT shows round trip time,
which is given as 24;; for every pair of processes p;
and p; in agroup [Figure 5]. Some portion «; of the
total processing capacity is saved at each process p; in
agroup. A process which newly transmits messages
starts sending the messages to the process by using the
portion «;. We show parameters to discuss fairness to
hold among processes in agroup for exchanging mes-

sages.
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Figure 5. Round trip time (RTT).

M RR;[t] = maximum receipt rate of a process p; at
time ¢[bps].

T R;;[t] = transmission rate at which p; sends packets
to p; at timet [bps].

T R;[t] = total transmission rate of p; [bps]
= TR“[t]+ oot TRm[t]

RR;;[t] = receipt rate at which p; receives packets
fromp; attimet [bps].

RR;[t] = total receipt rate of p; at timet [bps]
= RR“[t] +... + RRm[t]

Sinceit takes ¢;; time units to deliver a packet from
p; to p;, there are following relations among receipt
rates and transmission rates:

RR,L']' [t]: TRji[t - (SU]
RR;[t] =T Ry[t - 615] + ... + TRyt - 6.

If the total receipt rate RR;[t] gets larger than the
maximum receipt rate M RR;[t] at time ¢, the buffer
overrunsin aprocess p;. Here, RR;[t] < M RR;[t] is
required to hold in each process p;.

A process p; spends the processing capacity to re-
ceive and send packets:

TC;[t] = total processing rate at time ¢ [bps].
C;[t] = processing rate at time ¢ [bps]

= Cr x TRy[t] + Cr x RR;[t]. Here, Cr
and Cr are constants.

If C;[t] < T'C4[t], the process p; can send and re-
ceive packets without delay and packet loss. Other-
wise, the process p; cannhot send and receive al mes-
sages since, there is no enough processing capacity to
do. Hence, the transmission rate of a source process
has to decreased or the process p; decreases the trans-
mission rate. We take slow start and traffic estimation
(SSTE) approach as the transmission rate control.

4.2 Transmission rate control

Multiple peer processes are sending multimedia
messages to multiple processes while receiving mul-
timedia messages from multiple processes in a group.
Each process sends multimedia messages with trans-
mission rate control. We assume T'C; = T'C;[t] for
every t. We also assume the «; = « for every process
p; and Cr = Cr = 1. Let p denote number of source
process or destination processes. First, a source pro-
cess sends messages by the slow start algorithm. The
transmission rate is increased 10 [%)] for every time
unit. Thefaster the process p; transmits messages, the
larger capacity p; spends. Hence, if the total process-
ing rate C;[t] (= TR;[t] + RR;[t]) getsequal to (T'C;
- ), the process p; does not increase the transmis-
sion rate T R;[t], i.e. TR;[t] + RR;[t] = (TC; - )
[bps], TR;[t+1] = T R;[t]. Here, the process p; has
still some portion o of the processing capacity which
is not used. If another process p; would like to newly
start to transmit messages, the process p; sends mes-
sagesto p; by using therate .

[Transmission and Receipt messages)
fort=1,..., k{
TRy;[t+1] := TRy;[t] x 1.10.
If(TRU[t] + RR,L']' [t]) = (TCL - Oé) then
TR;[t+1] == TRy[t].
if(receive new message) then {
if(increaserate) then
TRji[t"'l] = TRﬂ[t] + (%l)/p (I < 29).
if(decreaserate) then
TRij[t"'l] = TRij[t] - (2—08[)/]) (I < 29).
}
10

We take the traffic estimation strategy to prevent
buffer overruns. Suppose that the buffer overruns in
a process p;. The process p; sends QoS requirement
to every source process which is sending messages to
p;. Let m.rq[bw] denote a QoS requirement message,
QoS requirement indicates bandwidth required by the
destination process to the source process. When a
source process p; receives QoS requirement, process
p; sends amessage at bandwidth required by the pro-
cessp;. Inaprocess, the buffer isassumed to overruns,
if thetraffic of acertain fixed quantity is exceeded. We
show the traffic estimation procedure and sending QoS
requirement as follows.

[Traffic estimation]

fort=1, ...,k {
traf fic[t] := TR;[t] + RR;[t].
if(traf fic[t] > (TC; - “E=1)) then {

o TRyt
bw =TR[] x (W%)'
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send(m.rg[bw]).
}
}
fort=1,..., k{
if(receive m.rg[bw]) then

TR;; [t+1] == bw
10

4.3 Fairness based on quantity of datato be
transmitted

In multimedia communication, a multimedia mes-
sage is longer than a traditional message and it takes
timeto transmit the message. Thus, fairness can bede-
fined paying attention to quantity of data to be trans-
mitted. Let T's;; denote a the size of data which a
process p; sendsto aprocessp;. A message is decom-
posed into packets Ps.

k
TS,L']' = Z Ps
t=1

T's;; » quantity of datato be transmitted.
k : number of transmission packets.
Ps : transmission packet size.

Each process is fair if each process sends a same
amount of data at atime. In multimedia group com-
munication, asender process sends a multimedia mes-
sage m with same data size to multiple processes.
However, some process may not receive al the mes-
sages due to the limited processing capacity. A pro-
cess broadcastsinformation on quantity of datato send
at the fixed interval in a group. Then, each process
compares the quantity information with its informa-
tion. Each processis fair if the same quantity of data
is transmitted and received.

4.4 Fairnessbased on priority of sender pro-
cess

Let us consider type of fairness based on priority
of sender process. In multimedia group communi-
cation, a process sends multimedia messages to mul-
tiple processes while receiving multimedia messages
from multiple processes. A process must deliver mes-
sages to a application process. Fairness is maintained
when areceiver process delivers messages to applica
tion based on a priority of sender processes. We con-
sider that the difference of bandwidth is able to mit-
igate by delivering messages to application based on
a priority. Multimedia message is decomposed into a
sequence of packets. A process delivers packets re-
ceived from multiple processes based on priority of
sender processes.

0230

Each of packets has priority parameter. A receiver
process schedulesto delivering of packetswith the pri-
ority parameter. Packets received are scheduled to be
delivered asfollows:

1. Deliversthe higher of the priority parameter of a
packet.

2. If the holding time in the queue gets longer than
the fixed time, a priority will be increased and it
deliver to application.

Then if holding time in queue aslonger, packet will
become unfair irrespective of priority of sender pro-
cesses. The priority of the transmitted packet may
be changed in a receiver process. If a priority is not
changed by the holding time in the queue, the packet
may not be delivered to application for along time.

5. Concluding Remarks

This paper discussed fair communication model in
multimedia group communication. We showed fair
communication model with three types of fairness.
Future work, we design detailed algorithm for fair
communication.
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