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Abstract

A large-scale network is composed of various types of communication channels. Here, each communication
channel supports Quality of Service (QoS) which may be different from others. In group communications, each
process sends a message to multiple processes while receiving messages from multiple processes. In addition,
messages are required to be causally delivered. Even if a process supporting enough QoS receives messages, the
process cannot deliver the messages until another process supporting lower QoS receives the messages. Thus,
multimedia data cannot be delivered to processes so as to satisfy the real-time constraint if a slower process is
included in a group. In this paper, we discuss group communication protocols by which multimedia messages can
be delivered to a process with some time constraint properties.

D7 IV2A LEBEICHIT DX Y £ — I DRFES K URRIERFEX

R & EE Bl RER
BB KR BT 2SR (55 A7 L ¥ EIK
E-mail {itaya, eno, taki}@takilab.k.dendai.ac.jp

KRy b T =V TIIERD I E 12— 25 QoS DRAZIEETF v 3V CHEME X Wi lh o
ATLEZS>T B, TLAYT 7 LY AVAT LRERIREL Vo e DBV FAF 4 7 7 T r—a
V. BEOTOERNBYG - FEREDOTIVFAF 4 7 F— 2R EZEL. BAMERTSCLIc k-
T%ﬁéﬂfw%qkm&ivF7~7Tm\§%vzwﬁi%ﬁéQdﬁi&%hb+ﬁ&7w—7ﬁ
[E—CRAZRUT B LA TERY, FRLXTRETOER - 2y b T— ORI, QoS &
ICEB LYV —T58(570 b 2)LOWIZEEITS.

1. Introduction proach is not suited to realize real-time multimedia
In distributed applications, multimedia data is ex- applications including multiple processes, especially
changed among processes in networks like Gigabit distributed in a wide-area network due to longer de-
and ATM networks [1]. Multimedia communication lay time. We take a fully distributed approach where
protocols like RTP and RSVP are developed so far, by every process directly sends a message to destination
which a large volume of multimedia data can be effi- processes in a group of processes in order to satisfy
ciently transmitted to one or more than one process. real-time constraints of multimedia data. Each process
One-to-one and one-to-many communication proto- receives messages from multiple sites. The process
cols to satisfy Quality of Service (QoS) requirement has to causally order messages received from multiple
like delay time, bandwidth, and message loss ratio are processes by itself, c.g. messages are ordered by using
discussed in papers [1,8]. vector clock [4]. In addition. the process is required to
In distributed applications, a collection of multiple send a message to each destination process while re-
processes are cooperating by exchanging messages. A ceiving messages from multiple processes so that QoS
group is first cstablished among multiple processes requirement is satisfied.
and then messages are exchanged among the pro- Since each communication channel between pro-
cesses. Here, messages have to be causally delivered cesses may support different QoS due to distance and
to multiple destination processes in the group [2]. A congestions, a message sent by a process may not ar-
message my causally precedes another message m. rive at every destination process at a same time. Ev-
if and only if (iff) a sending event of m, happens ery destination process cannot deliver messages re-
before a sending event of my [4]. Various types of ceived until the slowest destination process reccives
the group communication protocols which support a the messages. Thus, time constraint is not satisfied if
group of multiple processes with the causally ordered a group includes a less-qualified process. We discuss
delivery of messages have been discussed {2,3,6]. In requirements of group communication like real-time
a centralized approach to realizing group communi- constraint in addition to the atomic and causally or-
cation, there is one controller site through which pro- dered delivery of messages. We discuss how to syn-
cesses arc exchanging messages. The centralized ap- chronize transmissions of messages to multiple pro-
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cesses and receipts of messages from multiple pro-
cesses so as to satisfy the group communication re-
quirements in the fully distributed group.

In section 2, we present a system model. In section
3, we discuss a model for transmitting and receiving
multimedia messages in a group. In section 4, we dis-
cuss the atomicity and causality of multimedia mes-
sages in group communication.

2. System Model
2.1 Channel

Cooperation of multiple application processes
APy, ..., AP,(n>1) is supported by system pro-
cesses p1. - - ., pn(n>1). A collection of multiple peer
processes is referred to as group G. The group com-
munication service is provided for the application pro-
cesses by multiple system processes. The network is
modeled to be a collection of logical communication
channels. Processes communicate with each other by
taking usage of communication service supported by
channels. There is a channel C;; = (p;, p;) between
every pair of processes p; and p; in the group G. Each
channel (p;, p;) is bidirectional, i.e. (p;, p;) exists if
(p;, pi) exists and is synchronous, i.e. the maximum
delay time is bounded.

An application process AP; sends a message m to
one or more than one destination process in a group.
Let dst(m) denote a collection of destination pro-
cesses of a message m, which is a subset of a group.
Let src(m) show a source process which sends a mes-
sage m. A message m is transmitted from a process
AP; to every destination process AP; in dst(m) via a
channel C;; = (p;, p;). A message m sent by an appli-
cation process is decomposed into a sequence pkt(m)
(I > 1) of packets {ty, ..., t;) [Figure 1]. A packet
is a unit of data transmission in a network. The pro-
cess p; transmits a packet sequence pkt(m) to every
destination process p; of the message m via a channel
Cij = {pi, p;)- A destination process p; receives pack-
ets sent by the process p; through the channel C;; and
assembles the packets into the message m. Then, the
message m is delivered to the destination application
process AP;.
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Figure 1. System model.

22 QoS

Each channel (p;, p;) supports Quality of Service
(QoS), which is denoted by Q({p;. p;)) or Qi;. QoS
1s characterized by parameters; bandwidth(bw) [bps]),
packet loss ratio(pl) [%]. and delay(dl) [msec]. Each
QoS instance is a tuple of values (vq. .... v;,) where
each v; is a value of QoS parameter ¢; (1 = 1, ..., m).
Let Q be a set of QoS parameters q;, ..., gm. Let A
and B be QoS instances (a;, ..., an,) and (b1, ...,
bm). respectively. Each QoS value a; of the parame-
ter ¢; in the QoS instance A is shown by ¢;[A]. If a;
1s better than b; (a; > b;) for every parameter q;, A
precedes B(A > B). A> Biff A> Bor A= B.
A pair of QoS instances A and B are uncomparable
(A || B) iff neither A > B nor A < B. A preference
relation “— is a partially ordered relation on QoS pa-
rameters qy, ..., @m, 1.6. = C Q2. “q; —¢ q;" shows
that a process p; prefers a QoS parameter ¢; to an-
other parameter ¢;. “q; — g;”’ shows “q, —; g;” for
some process p; in a group. The preference relations
“—;” and “—" are asymmetric. For example, bw —,
pl if bandwidth (bw) is more significant than packet
loss ratio (pl) for a process p;. For every pair of QoS
parameters ¢; and g;, g; U g; and g; N g; show least
upper bound (lub) and greatest lower bound (gib) of
g; and g;, respectively, with respect to the preference
relation “—7. Let P; be a partially ordered set (Q,
—). named preference of a process p;. (Q, —) is (Q,

U —). For example, Q = {bw, pl, dl} and bw

t=1,...n

—¢ pl and dl —, pl for a process p;. A preference
P, is (Q, {bw — pl, dl —; pl}). A QoS parameter
q is referred to as maximal in Q iff there is no QoS
parameter ¢’ in Q such that ¢’ — q.

Let A and B be QoS instances (128[Mbps],
100[msec], 0.1{%]) and (64[Mbps], 100[msec],
0.01[%]), respectively, for QoS parameters Q = (bw,
pl, dl). Here, 64 > 128[Mbps], 100 = 100[msec], and
0.1 > 0.01[%]. If the bandwidth (bw) and delay time
(dl) are more significant than the packet loss ratio (pl)
in an application, bw — pl and dl — pl in a prefer-
ence P of the application. Here, bw and dl are max-
imal. The QoS instance A is more preferable than B
with respect to the preference P (A >p B) since the
bandwidth and delay time of A are better than B al-
though the packet loss ratio of B is better than A. Let
a; denote a value of a QoS parameter g; in Q in a QoS
instance A. A preference relation “A >p B with re-
spect to a preference P holds iff

1. For every maximal parameter ¢; in Q, a; > p b;.

2. If a; = b; for every maximal parameter g; in Q,
A’ > p B’ for QoS instances A’ and B’ obtained
by removing QoS instances of the maximal QoS
parameters.

QoS requirement R; of a process p; is given a pair
of parameters Max @, and Min(Q),, which show max-



imal and minimal QoS required by p;, respectively. A
process p; is referred to as satisfy QoS requirement
Ry if Maz@Q; = Q¢ >+ MinQ, for every QoS in-
stance Q) taken by the process p;. MazQ; shows the
most preferable QoS which can be realized in the im-
plementation and M:nQ; indicates the least prefer-
able QoS of the process p;. Suppose a process p,
sends messages to another process p:. We discuss how
much QoS instance a pair of processes p, and p; agree
on in order to communicate with one another. Let Q
be QoS instance. @ is referred to as satisfiable for a
pair of QoS requirements R, and R; of processes p,
and py, respectively, if Max Qs =s Q >, MinQ, and
MazQy; = Q =y MinQ,. Q is maximally satisfiable
for the requirements R, and R; i.e. Q = R, U Ry iff
Q is satisfiable for R and R; and there is no QoS in-
stance Q' satisfiable for R, and R; such that Q' >, Q
and Q' >; Q. Similarly, we define a minimally satis-
fiable QoS instance (Rs N R;) for Rs and R;.

3. Data Communication Model
3.1 Transmission

A process p; sends packets tq, ..., t; ({ > 1) of a
message m to every destination process p;; in dst(m)
( = 1...., ki). There are following ways to transmit
a packet sequence pkt(m) (=(t; , ..., t;)) to all the
destination processes [Figure 2]:

1. Synchronous transmission: A process p; sends
each packet tj, to every destination process p;;
through a channel C;;. Here, each packet ¢, is
sent in each channel C; after ¢, is sent in ev-
ery channel (h=1, ..., 1).

2. Partial-synchronous transmission: A process p;
sends a number n; of packets to a process p;;
while sending a number nj, of packets to another
process p;. Here, the ratio ny @ - - : ny, is the
transmission synchronization ratio of the process
p; to the processes p;i, .. ., Pik, .

3. Asynchronous transmission: A process p; sends a
sequence pkt(m) of packets through each chan-
nel independently of the other channels.
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Figure 2. Types of transmission.

Ssnd(t, C) shows a procedure to send a packet ¢
through a channel C. Asnd(T', C) shows a procedure
to send a sequence T of packets ¢y, ..., t; through a
channel C, ie. for h=1, ..., ! do { Ssnd(ts, C);}.
A packet sequence T is decomposed into a sequence

(Tl, T]g’) of segments for a process p;;. A seg-
ment is a subsequence of the packets. Here, each seg-
ment is composed of the same number of packets. Let
|TJ"1 show the number of packets in a segment T]",
The ratio |T}'| : --- : |T} | shows the transmission
synchronization ratio for the destination processes p;;,

..y Dik,- PSsnd(Tf, C;) shows a procedure to send
a segment Tf of packets in a channel C;. If the trans-
mission synchronization ratio is 1:- - - :1, a process p;
sends packets at a same rate. Here, a notation Fy || F»
means that a pair of procedures F; and F, are inde-
pendently, possibly concurrently performed. For ex-
ample, Fy || F3 is realized by creating a thread for
each of the procedures F and F,. The ways of trans-
missions can be realized by the following procedures:

1. Synchronous transmission:
forh=1,...,ldo
{ Ssnd(ty, C;) “ A || Ssnd(th, Cik,); }
2. Partial-synchronous transmission:
forh=1,...,gdo
(it T # ¢, PSsnd(T}, Ci)} || ... |
{ifT,f, # @, PSsnd(T,fl, Cit)}s

3. Asynchronous transmission:

Asnd(T, Ciy) || ... || Asnd(T", Cit,);

In the synchronous transmission, each packet is
multicast. After a packet is multicast, a succeeding
packet is multicast. In the asynchronous transmission,
a sequence of packets are transmitted for each chan-
nel independently of the other channels. If destina-
tion processes have different maximum receipt rates,
the source process p; can take the partial-synchronous
transmission. The transmission synchronization ratio
shows the receipt ratio of the destination processes.

Each destination process p;; of a message m sent
by a process p; has some QoS requirement R;;. A pro-
cess p; has to deliver a message m to every destination
process p;; so as to satisfy the QoS requirement R;;.
Let Q;(tx) show QoS of a packet ¢ transmitted in a
channel C;; = (p;, pi;). When a group G is established
among processes, every pair of processes p; and p;; do
the negotiation on the preference P;; to be used when
a process p; sends messages to the process p;;. Let
“>i;”" denote a preference relation “>p, . Q;;(tx) is
required to be satisfiable for QoS requirement R;;. In
fact, Q;;(tx) is shown in terms of bits. There are two
ways to transmit a message m to multiple processes
Piz» ---» Pik,[Figure 3]:

1. Quality(Q)-balanced transmission: For each
packet t; of a message m, Qu(tp) = ...=
Qik, (tn).

2. Quality(Q)-unbalanced transmission: For some
pair of channels Cy; and Cip, Qi1(tk) # Qyj(tk)-

In the first way, each packet of a message m is sent
with same QoS in every channel. That is, a same
packet is sent in every channel. In the second way,
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Figure 3. Quality-based transmission.

QoS in each channel is not necessarily same. For ex-
ample, some channel supports lower bit-rate. In order
to synchronously transmit packets to multiple destina-
tion processes, packets with smaller number of bits are
transmitted. '

Let us consider a synchronous transmission of
a message m to multiple destination processes in
dst(m). If each channel supports enough QoS, a pro-
cess p; can synchronously send a same packet in every
channel. Here, since each channel supports the same
QoS, this is quality(Q)-balanced transmission. The
Q-balanced, synchronous transmission is referred to
as fully synchronous. 1f some channel C;; does not
support enough QoS due to congestions and network
faults, the process p; sends a packet t; with less QoS
in the channel C;; than the others. That is, Qij(tk)
<ij Qin(tr) for some channel Ci (h # k). Next, sup-
pose QoS is more significant than the synchronous re-
quirement in an application. The process p; sends the
packets in the channel C;; more slowly than the other
channels. That is, the process p; asynchronously sends
packets of the message m. The Q-unbalanced, asyn-
chronous transmission is referred to as independent.

3.2 Receipt

A process p; receives messages from one or more
than one process in a group G. There are following
ways for a process p; to receive messages from multi-
ple processes pii. ..., Pik, (ki > 1):

1. Synchronous receipt: A process p;; sends a se-
quence pkt(m;) of packets t;1, ..., tj, (Ii > 1)
of a message m; to a process p; (=1, .... k;).
The process p; receives a packet t;; from each
process p;; after receiving a packet t¢,_; from
every process pis (f=1...., ki).

2. Partial-synchronous receipt: A packet sequence
pkt(m;) of a message m; from a process p;; is

decomposed into a sequence (S] , S]2 c S;]] ) of

segments. Each segment includes the same num-
. ; -1

ber of packets, i.e. |S}| =|S?|=... = 1Sy

= NS, and |S]'| < NS; for a process p;;. The
process p; receives the hth segment S;l from a
process p;; after receiving the (h — 1)th segment
S’;“‘ from every process pif (f =1, ..., k).
Here, the ratio NSy : --- : NSk, shows the re-
ceipt synchronization ratio for p;y, - . ., Pik;-

3. Asynchronous receipt: A process p; receives

packets from each process p;; independently of
the other processes.
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Figure 4. Types of receipt.

“t := Srec(C)” shows a procedure to receive one
packet through a channel C and store the packet into
a buffer t. “C = ¢” means “‘end of transmission”. Let
T be a sequence of buffers ¢, to. ..., for storing one
message, where each buffer ¢; can admit one packet.
“T = Arec(C)” shows a procedure to receive a se-
quence of packets into a buffer sequence T = (t1, ...)
for a channel C. Arec 1s realized by the procedure:
while C # ¢ do {t), =Srec(C); h =h+ 1;}. LetT
be a buffer for storing one segment. “T" := PSrec(C)”
shows a procedure to receive a segment of packets into
a sequence T of buffers. The ways to receive a packet
sequence pkt(m;)(= (t;1, ..., t;,)) of a message m;
are realized as follows:

1. Synchronous receipt:
while some C;; # ¢ do {
t1p = Srec(C;y) ” s H tein = Srec(C,k, );
h:=h+1;}
2. Partial-synchronous receipt:
while some C;; # ¢ do {

TH = PSrec(Ci1) || ... | T,Q =PSrec(Ci,);
h=h+1;}
3. Asynchronous receipt:
Ty = Arec(Ci1) || ... || Tk, = Arec(Cix,);

As discussed in transmission of messages, there
are following ways to receive messages from multiple
processes with respect to QoS:

1. Quality(Q)-balanced receipt: A process p; re-
ceives packets with same QoS from each desti-
nation process p;;.

2. Quality(Q)-unbalanced receipt: A process p; re-
ceives packets with different QoS from different
destination processes.

If a process synchronously receives messages in a
quality (Q)-balanced way, the process is referred to
as fully receive packets. If a process asynchronously
receives packets in a Q-unbalanced way, the process
is referred to as independently receive packets.

3.3 Receipt-transmission

Suppose there are three processes p,, p;, and p,, ex-
changing messages. A process sends messages to pro-
cesses while receiving messages from other processes.
Suppose a process p; sends a message m; while re-
ceiving a message mo from a process p,. There are



following ways to send messages while receiving mes-
sages:

1. Synchronous receipt-transmission: A process p;
sends one packet of a message m; each time p,
receives one packet of my from a process ps.

2. Partial-synchronous receipt-transmission: A pro-
cess p; sends some number n; of packets of a
message m; to a process p,, while receiving some
number ny of packets of my from ps. The ratio
nyny shows the receipt-transmission synchro-
nization ratio of the process p; to p..

2. Asynchronous receipt-transmission: A process p;
sends packets of m; independently of receiving
packets of mq from p;.

In the synchronous and partial-synchronous
receipt-transmission ways, every common destination
process p, of messages m; and my is required to
synchronously receive the messages m; and mo
from the processes p, and p;, respectively. The 1:1
partial-synchronous receipt-transmission way is just a
synchronous way. A process sends packets to a pair of
processes p; and p,,. The process p; sends two packets
to the process p,, while receiving three packets from
the process p,. Here, the synchronization ratio is
3:2. The process p, is required to synchronously
receive messages from the processes ps and p; with
the receipt synchronization ratio 3:2 for the processes
ps and p;. Here, a segment of a message m; includes
three packets and a segment of ma includes two
packets.

There are following types of receipt-transmission
with respect to QoS:

1. Quality(Q)-balanced receipt-transmission: Pack-
ets received from a process p, and packets sent by
another process p; have same QoS.

2. Quality(Q)-unbalanced  receipt-transmission:
Packets received from p, and packets sent by p,
have different QoS.

4. Atomic and Causal Delivery
4.1. Group communication service

A group is a collection of peer processes which are
cooperating to achieve some objectives. In the group
communication, a process sends a message to multiple
destination processes while receiving messages from
multiple processes in a group. Let s;(m) be a sending
event of a message m in a process p;,. The happens
before rclation on events in a distributed system is de-
fined by Lamport [3]. A message m; is referred to
as causally precede another message my (m; — my)
iff a sending event s;(m;) happens before a sending
event s;(mz) [3]. Every common destination process
of messages m; and my is required to receive m; be-
fore mgo if my — my. Messages are causally delivered
by using logical clocks like linear clock [3] and vector

clock [4]. In addition, a process receiving a message
m can deliver the message m only if every other des-
tination process m surely receives the message m. In
the papers [5, 6], a protocol to atomically deliver mes-
sages in a group in presence of message loss is dis-
cussed.

Let us consider a group of four processes py, pa.
p3, and p4 [Figure 5]. Suppose the process p; sends a
pair of messages m; and m; to each of the processes
p3 and py. The process p, sends a message mj3 to
the processes p3 and p, after receiving the message
m; and then sends a message my after receiving mo.
Here, the message m; causally precedes the messages
m3 and my (m; — mg3, and m; — my) and the mes-
sage m; causally precedes my (mg — my). Suppose
the process p3 receives m3 and my4 from po and re-
ceives m; from p; but does not receive my from p,
due to the communication delay. The process p3 can
deliver m; but cannot deliver m3 and my because the
message my following the message m; from p; might
causally precede m3. The process p3 has to wait for a
message from the process p;.

Next, let us consider a pair of the processes p3 and
p4 which receive messages from p; and pa. The pro-
cess py receives the messages my, ms, my, and my
in this sequence. On receipt of the message ma, the
process p4 can deliver the messages m and m3. How-
ever, the process p4 cannot deliver the message m; be-
cause the other destination process p3 has not received
ma yet. The process p4 has to wait until p4 knows that
the process p3 receives the message ms.

If a communication channel Cy 3 between processes
p1 and p3 implics smaller bandwidth than another
channel Css, the process p3 cannot deliver messages
from the process ps. If the process p; sends real-time
multimedia data, the process p4 cannot satisfy the real-
time requirement even if the process py4 receives all the
messages. The delivery time depends on the slowest
process.

There are two types of requirement for group com-
munication, synchronization and QoS as discussed in
the preceding section. If the synchronization require-
ment is preferable to QoS, the quality is degraded if
the synchronization requirement is not satisfied, i.e.
Q-unbalanced way is taken. If the QoS requirement
is preferable to the synchronization one, the synchro-
nization constraint is weaker, i.e. partial-synchronous
and asynchronous ways are taken.

4.2. Data communication instances

Let ST and QT be synchronization and QoS types
of transmission and receipt, respectively, i.e. ST =
{Synchronous (S), Partial-synchronous (P.S), Asyn-
chronous (A)} and QT = {Quality-balanced (QB),
Quality-unbalanced (QU)}. A data communication
instance is determined by a tuple (s, ¢) € ST x QT
which is a combination of a synchronization type s €
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Figure 5. Causality.

ST and QoS type ¢ € QT. There are six data commu-
nication instances as shown in Table 1. For example,
(S, @B) shows a process takes a synchronous and Q-
balanced transmission.

Table 1. Types of data communication.

[ Instances | Types of communication

(S, Q@B) | (Synchronous, Q-balanced)
(S, QU) Synchronous, Q-unbalanced)
(PS, @B) | (Partial-synchronous, Q-balanced)

(
(
(PS, QU) | (Partial-synchronous, Q-unbalanced)
(A, QB) | (Asynchronous, Q-balanced)

(A, QU) | (Asynchronous, Q-unbalanced)

A process selects a data communication instance
which satisfies application requirements. Then, each
process sends and receives messages by using the se-
lected data communication type. If an application re-
quires the strict atomic receipt, a process selects an
instance (S, @B) or (S, QU), i.e. each process syn-
chronously sends and receives messages. If an ap-
plication does not require strict atomic and real-time
communication, a process selects an instance (PS,
QB) or (PS, QU). On the other hand, if a process re-
quires real-time communication, a process selects an
instance (A, @B) or (A, QU), i.e. each process in-
dependently sends and receives messages. If quality
of data is the most significant for an application, each
process takes the Q-balanced way. In another case, if
quality is not significant for an application, each pro-
cess takes Q-unbalanced one. We consider that data
communication instance which satisfies group com-
munication service will be taken in the group.

A group G includes processes with different QoS
and synchronization services. If every process in a
group take a same data communication instance, the
group can only support applications with the mini-
mum service to be supported. Hence, the processes in
the group G are classified into six types of subgroups.
The types are ones shown in Table 1. In some type
« of a subgroup G, every process can realize the re-
quirement a € { (S, @B), (S, QU), (PS,@B), (PS,

time

Figure 6. Causality in a group.

QU), (A, @B), (A, QU) }. Messages are transmit-
ted by the type « data transmission procedure in each
subgroup G.

5. Concluding Remarks

This paper discusses a group communication pro-
tocol to exchange multimedia messages among mul-
tiple processes under some synchronization and QoS
requirements. Multimedia messages are exchanged
among multiple processes in a group so as to sat-
isfy QoS required by applications. We discussed
how to transmit and receive messages; synchronous,
partial-synchronous, asynchronous, quality-balanced.
and quality-unbalanced ways. We also discussed the
atomic and causally ordered delivery of messages
with synchronization and QoS requirements. We are
now designing the protocol for exchanging multime-
dia data in a group of multiple processes.
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