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Abstract—This paper introduces the notion of social relationship based access control and
creation of trusted communities through negotiation and collaboration. Self interest agents
interacting in the cyberspace, can chose to follow a cooperative behavior in order to gain ac-
cess control over different resources. If the outcome of the interactions in a predetermined
social system is more or less predictable, interactions between autonomous agents might
lead to interesting results. Using concepts from our daily interactons, we try to show that au-
thorization decisions in an agent based system, has a direct impact on the utility of the un-
derlying system. Furthermore, we will try to maximize the utility of the system by building
a negotiation and trust enhanced framework.

HHFEL-ARTIE, HEMBERICESS 77 v 2HHOMEAE L, KBLHAEIC &
HEFEDAIa=T A 2ERTIFEEZRETS. VA AA—AX—XATHEHTI
—Vx v M, FICHREE 2> TWBEHEATY, V—ADT 7 B AHERLE
BT A0, BHNRITHERZBERHD. HEVAT LIRBITHHEERD
EREHIEBETHCXIVE, BEMRZ -V MNEOHEERIC- T, EKE
WERDNE NN D FREND S D, £ 2 TABRTIE, BERABRORHKRTHNLATWY
APELIERAL, =—Vxr NRTFAIBITAT 7 B RAFFRIREN, (LT 2T
LITBITBAICH LT, BEMREENDDZLE2TRT. £77, BRI
XV, VAT A2EKRIIBITIHAERKET S, FEEOEVT L—ATU—T DI
FIZOWTIRRB,

Index Terms—ACCESS, Access Control, Utility Maximization, Agent Computing, Social
Systems, Cooperative Environments

—105—



1. INTRODUCTION

Solving complex problems like financial in-
vestment planning, foreign exchange, data min-
ing over multiple servers and databases etc, re-
quires many routines and subroutines, complex
techniques (e.g. neural networks, fuzzy logic,
genetic algorithms), and most of all it is directly
related with security issues. Cooperative environ-
ments (peer to peer, e-commerce solutions, etc...)
have been growing at a fast pace in recent years
and along with it a new paradigm for distributed
computing emerged. In this paradigm, agent
based systems occupy important aspects of nowa-
days digital environments, recommender systems
and mobile personal digital assistants. Agents are
autonomous programs which accomplish tasks on
behalf of their owners, and they are considered a
very attractive option for building the infrastruc-
ture for e-commerce applications. The agents de-
ployed in these applications often interact in an
open environment with other agents or users (hu-
mans). These interactions involve cooperation,
collaboration or competition for different re-
sources in order to achieve the goals that they
were build for.

Although agent computing has been attrac-
tive for different fields of activity, security issues
became a challenge on thier own. Due to their na-
ture (e.g. autonomous, mobile), agents pose sev-
eral security related threats, as well as possibility
of committing violations of social norms (neti-
quette). The identity of the requesting party can
no longer be established with certainty; genuine
agents, requesting several services, might en-
counter difficulties in protecting themselves
while roaming over the plenitude of service
providers.

Traditional access control systems cannot
guarantee the behavior of authorized agents let
alone prediction of malicious behavior.

2. REeLatep Work

The concept of trust is not new to computer
science. The term was introduced by Stephen
Paul Marsh in his paper “Formalizing Trust as a
Computational Concept”.

Traditional access control policies, such as
MAC and DAC have their own shortcomings.

Mandatory Access Control (MAC) en-
sures that the enforcement of organizational secu-
rity policy does not rely on voluntary web appli-
cation user compliance. MAC secures informa-
tion by assigning sensitivity labels on informa-
tion and comparing this to the level of sensitivity
a user is operating at.

A system utilizing MAC features should
at least guarantee that a user will not be permitted
to change security attributes at will; all user utili-
ties, programs and scripts must work within the
constraints of the access rules provided by the se-
lected security policy modules; and that total
control of the MAC access rules are in the hands
of the system administrator.

Discretionary access control, or DAC, is a
form of access control to resources (directories
and files) in which individual users can be as-
signed a unique type of access. “A means of re-
stricting access to objects based on the identity of
subjects and/or groups to which they belong. The
controls are discretionary in the sense that a sub-
ject with a certain access permission is capable of
passing that permission (perhaps indirectly) on to
any other subject (unless restrained by mandatory
access control)"!!,

Mandatory Access Controls are consider-
ably safer than discretionary controls, but they
are harder to implement and often require consid-
eration tweaking to ensure all applications func-
tion correctly.

Prior to the development of RBAC (Role
Based Access Control), the previous two models
where the only ones. If a model was not MAC
was considered DAC and vice-versa.

RBAC is based on roles created within a cer-
tain organization for various job functions. Dif-

—106—



ferent roles have different access controls which
simplifies the task of assigning permissions to
users by affiliating them to a specific group.

For large systems, with hundreds of roles,
thousands of users and millions of permissions,
managing roles, users, permissions and their in-
terrelationships is a formidable task that cannot
realistically be centralized in a small team of se-
curity administrators.

Here is where our proposal comes to fill in
the shortcomings of the previously mentioned
systems.

3. Access CoNTROL IN COOPERATIVE
ENVIRONMENTS UTILIZING SOCIAL SYSTEMS

3.1 Agent negotiation

In our daily activities we create social net-
works with individuals as nodes. Unconsciously,
we grade these nodes based on personal rules and
values and in this way we create an Access Con-
trol (AC) system in which we allow nodes —
friends — with high rating or trust to use some of
our resources. At the same time we disallow low
rated nodes to access our resources.

Not intending to reflect an exact real life
situation, let's take the example of Alice, Bob,
Claire and Dave (A, B, C and D):

v social relationship: classmates;
v common goal: school physics project;

In achieving the common goal, the team
needs to share several resources: someone's
house, a study room, 2 PCs (PCy & PC,) and a
whiteboard(WB).

Alice's parents (P & P;) don't know Bob
and Claire so normally they wouldn't be allowed
to enter the house. However, if Alice is at home,
due to the social relationship between classmates,
Bob and Claire are allowed inside.

PCo has important data for the project
and at the beginning only Alice will be allowed
to use it. Since Bob is good at taking notes and
making logic schemes, Alice will grant access to
him to resources PC, and WB. But Claire is only
good at making logic schemes, so she will be al-
lowed to use only the WB resource. Like this we

have a cooperative environment in which the
drive for the common goal is the main rule of the
AC system. If we consider Dave which is also a
classmate of the three (Alice, Bob and Claire),
but he is in a rival group, then the highest access
level he will get to, is the resource house. He is
not going to be a cooperative user in achieving
the common goal, therefore he won't get access
to resources designated for users given a higher
level of trust.

House

(@)

Room

fig. 01 — resource allocation

Alice has to be present in person at home
in order for the authentication and authorization
process to take place. If Alice is not present, then
there is no social relationship which can be used
for authentication and authorization, therefore we
will have the situation in fig. 02.

(::«> Foros House
W =/ .
P &P, (B)
©)
(D)
PC,| PC, | WB -
Room .
I

fig. 02 — failed authentication & authorization
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With this hypothetical example we tried to
exemplify the fact that collaboration can bring
higher utility for the individual as well as for the
group.

Furthermore, the Internet is known to have a
long culture of lies. It is possible that one of the
agents will use as strategy to lie in order to maxi-
mize its own utility without thinking at the
group's utility. Trust implies some degree of un-
certainty, hopefulness or optimism, regarding the
outcome. This trust problem can be solved in a
trust negotiation scheme.

3.2 Trust Negotiation

This concept is divided in two parts —
one that is focused on the interaction between the
user and the system (function Fo) and the other
one on the interaction between the users (func-
tion F)).

In the case of F,, Alice can do anything
she wants within the rules imposed by the system
(e.g. no loud music, no work after 10 PM etc ...).
If her behavior is in concordance with the system
requirements, her rating will automatically in-
crease, and therefore be granted access to more
resources within the system. Otherwise, she is
automatically downgraded and access rights will
be stripped off. It is also in her best interest to
create and invite reliable social nodes so that she
can upgrade her ranking within the system.

We can portray this dynamic system on a
scale of trust like below:

Class | Trust (%) Resources
Expert 81-100 |House, Room, PC,, PC,, WB
Pro 61-80 | House, Room, PC,, WB
Beginner 41-60 |House, Room, WB
Newbie 21-40 | House, Room
Outsider 0-20 |House

Classexper={Alice, Py, P;}
Classp,={Bob}
ClasSpeginne={ Claire}
ClasSousigze={Dave}

During the project or once it is complete,
Bob, Claire and Dave can be downgraded or up-
graded depending on their behavior or higher au-
thority will. All this happens automatically with-
out the administrator's interference, based on the
preset rules of each social system (House or
Room).

Example of system rules — pseudocode:

System rules {

If User(A) in House {
If User(B) related with User(4) .
User(B) assigned to Classousiders ( 1)
Else exit; N
}
Else exit;
If User(A) work > 10 PM —

Class(User(A)) = - - Class(User(4)); ( 2 >
Else Class(User(4)) = ++Class(User(4)); —

User rules {
If User(B) has common project 3
User(B) assigned to - - Class(User(4)); -
Else exit;

}

We define two types of interactions be-
tween agent: vertical ones and horizontal ones.
The vertical type of relationship is based on pow-
er and submission, whereas the horizontal one is
the collaborative and trust based relationship. We
encounter this kind of behavior in our daily inter-
actions with our superiors — vertical type — and
with our friends — horizontal one. Each and ev-
eryone is free to prioritize any of the two.

In the above pseudocode, the rules were
build with the vertical type of relationship as first
priority. Therefore, the agents that chose to inter-
act with each other, have to obey first the rules of
the system — in this case the rules of the house
imposed by Po and P, — and as second priority the
rules of the small social environment — in this
case the rules of Alice's room imposed by Alice.

The rules above are the House rules im-
posed to Alice and everybody interacting within
the boundaries of it. In the first block a check is
being made if Alice is or not inside the system at
a certain moment in order to verify the social re-
lationship between A and B, C. If the social rela-
tionship is not being authenticated, then the sys-
tem will reject the AC request.

T

}
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The second bloc is another rule imposed
to A by the system which states that user A
should be downgraded in case it violates a certain
rule, otherwise should be rewarded.

The third bloc is a rule made by the user.
Notice that user A choses in the first place to
obey the system rules, therefore its rules are in-
capsulated in the rules of the system. In case user
B has a common project with user A, user A can
chose which class to assign user B in order to
achieve the common goal.

The agent's behavior is recorded at all
times and it is used in later interactions to grant
authorization to resources. This process will be
explained in the following chapter.

3.3 The Authentication Model utiliz-
ing social systems

The proposed method to be implemented in
the previous model is taking into consideration
the fact that decisions to grant access will be
based on future expectations.

The prototype system is divided in indepen-
dent modules interacting with each other. The
scheme is represented and explained below.

Authentication
System

| A

: 1 ;

: _ \4

! | Authorization

l System

2

Interaction with
the system

3

Data Collection
System

fig. 03 - proposed system

A very important factor of decision in grant-
ing access or not is the historical data - past inter-
actions should be recorded and evaluated accord-

ing to their satisfactory level. A function will up-
date the history of the agents after each interac-
tion which it will play a key role in future access
control decisions.

The process has 4 steps (fig. 03). Step 1 con-
sists in the interaction between the Authentica-
tion System and Authorization System whenever
an autonomous agent asks for permissions. The
Authentication System has a feed-forward func-
tion which informs the Authorization System
about the value of risk in granting permissions to
an agent. An agent reaches step 2 once access
was granted to it. At all times, a Data Collection
System will record and analyze agent's behavior
(step 3) and at the same time will check for mali-
cious behavior. The data will be fed back to the
Authentication System for future evaluations
(step 4).

Considering the hypothetic situation in which
an agent, flagged as undesired according to the
historical data, is trying to improve on its behav-
ior, the existing system still wouldn’t allow it to
have access to resources. Giving as example the
login process, it is obvious that if the password
string doesn’t match, the authorization process
fails. However, implementing the social based
AC, the agent still has a chance to redeem itself
and gain access to certain resources.

0 81%-~100%
(=) 61%-80% ()
0% 41%-60%
@
@R

b) proposed system

a) nowadays system
fig. 04 - system comparison

In real life, before taking a decision, we con-
sult with our friends, relatives, people with expe-
rience which we can trust or we had satisfactory
interactions with. Therefore, it is important to ask
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for the opinion of other agents before taking a de-
cision. Veteran users with whom we had interac-
tions with, tend to be more trustworthy. There-
fore, time of acquaintance will be a parameter in
the AC decision making process.

Agents should be endowed with self-estimate
abilities. Therefore, a new parameter should be
the quality of work based on their curriculum vi-
tae (CV). Time estimates will reflect the possible
time of completion, whereas quality estimates
will reflect the possible performance of an agent
to do a certain job.

Another input parameter that we should con-
sider is recommendations. Recommendations
play an important role in social relationship
based AC, especially if it comes from a trusted
party. Even in real life we tend to trust more an
official act signed by a prestigious institution. We
can try to apply the same rule in virtual world.

e N

Ly File Repository
2 % ’
. % resource #2
-, 1 o 3 e d
o ’ " resource #1

e New _|a% resource #0

First degree relationship

Second degree relationship
Access to resources
No access to resources

The system will treat a certain new user with
a low level of trust at the beginning, but due to
the previous successful interactions, a veteran
user will have a different rating, therefore it will
allow the new user to access important resources
in order to achieve a common goal. A second de-
gree relationship won't be treated the same as a
first degree relationship. (fig. 05)

4, DEsiGN AND IMPLEMENTATION

The prototype system will be client-serv-
er architecture based on LAMP (Linux, Apache,
MySQL, PHP). However, due to its modularity it
is easily portable on other platforms.

Small scale simulations revealed interest-
ing results regarding the interaction between
users and the system. With simple set of rules,
the system is able to automatically upgrade the
user based in its contribution to the society, there-
fore making the intervention of the administrator
not necessary. The results are not yet conclusive
since the prototype itself is still under develop-
ment.

In this framework, we intend to introduce
not only the above mentioned parameters but also
other competitive decision making mechanisms
to determine the level of effectiveness of differ-
ent agent interaction strategies in a dynamic be-
havioral environment. It is also important to eval-
uate the performance variation and the stability
of relationships between agents as well as the ef-
fects of task failure.

Once our system will have its modules in
place, we will investigate if our suppositions
were true by gathering statistical data and plot-
ting the results.

5. CONCLUSIONS

We've proposed a social relationship based
access control system, which we believe it will
be a milestone in further development of access
control systems. Although the proposal is not
backed up by solid facts and tests due to its nov-
elty, we believe we can achieve interesting results
trying to implement the above explained model.

In this paper we hypothesized that agent en-
counters leading to cooperative behavior can
maximize the utility of the underlying system and
at the same time can bring to the creation of sol-
id, trust based communities in which malicious
agents will be swayed out.
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