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Local multiple alignment is a problem of locating a region (i.e., a substring) of fixed length
from each input protein or DNA sequence so that the score determined from the set of regions
is optimized, where the relative entropy score is considered in this paper. For local multiple
alignment, a very simple local search algorithm has been known. Previous computational ex-
periments suggested that the algorithm converged very quickly to a local optimal. This paper
shows a theoretical result on the convergence rate for a very special case. This paper also shows
that the algorithm is useful for other problems. Especially, this paper shows an application of
the algorithm to class discovery for cancer classification by gene expression monitoring.

1 Introduction

Local multiple alignment is one of well-studied problems in bioinformatics [5, 6, 7, 8, 9]. It is also
known as the general consensus patterns problem or gapless multiple alignment. Local multiple
alignment is a problem of, given n sequences, locating a region (i.e., a substring) of fixed length
from each sequence so that the score determined from the set of regions is optimized. Local
multiple alignment is useful for finding binding sites, conserved regions and motifs of sequences.

Although several scoring schemes have been proposed, the relative entropy score (the average
information content score) is widely used. Therefore, this paper considers the relative entropy
score. Many studies have been done on local multiple alignment under the relative entropy
scoring scheme [1, 5, 6, 8, 9]. Among them, local search algorithms such as the EM algorithm
[6] and the gibbs sampling algorithm [7] are very useful. We also proposed a simple local search
algorithm (LS, in short) in [1]. It is widely-recognized that making theoretical analysis of the
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convergence rate on local search algorithms in bioinformatics (such as EM, Gibbs-sampling) is
a very hard task and almost nothing is known. It seems that LS lies in the same situation.
This paper makes analysis of the convergence rate of LS for a very special case, in which the
length of motif is only one and all types of residues have the same background probability.
Even for this very special case, it is not a trivial task to make a theoretical analysis. We show
that LS converges to a local optimal within O(nA) steps, where n denotes the number of input
sequences and A denotes the size of alphabet ¥ (i.e., A = 4 for DNA sequences, A = 20 for
protein sequences).

On the other hand, it seems that the algorithms for local multiple alignment can be applied
to other problems. Recall that the task of local multiple alignment is to locate similar regions.
Locating similar regions is closely related to clustering. Recently, various clustering methods
have been applied to analysis of gene expression data [2, 4]. In particular, Golub et al. used a
kind of clustering algorithm (SOM, self organizing map) for class discovery in cancer cell clas-
sification by gene expression monitoring [4]. Although SOM is useful for class discovery, several
parameters must be adjusted manually in order to obtain good clustering results. Moreover,
implementation of SOM is not an easy task. So, we applied LS to class discovery. In this paper,
we show a preliminary computational result on application of LS to class discovery for cancer
classification.

2 Algorithm and Analysis

For a string s over an alphabet X, |s| denotes the length of s. s[j] is the j-th character of s. Let

= {51,52,...,5,} be a set of strings. Let t; be a substring of s;. Let #;(a) be the number of
the appearances of letter a in the j-th column of t;’s (i.e., #;(a) = |{ti|t:[j] = a}|). Let f;(a)
be the frequency of letter a in the j-th column of ¢;’s (i.e., fj(a) = #]Tw)) Let p(a) denote
the frequency of letter a in the whole genome (i.e., background probability of a). Then, local
multiple alignment under the relative entropy scoring scheme is defined as follows.

Local Multiple Alignment: Given a set S = {s1, S2,..., s, } of sequences, and an integer L,
find a substring t; of length L from each s;, maximizing the score of

score(ty, ... t Z Z fila ((5)) )

j laeX¥

The following local search algorithm (LS) was proposed in [1].

1) Select a substring ¢; from each s; at uniformly random.
2) Let fj(a) be the frequency of letter a in the j-th column of t; ’s

(1)

(2)

(3) For each 1, find a substring ¢ of s; maximizing s(¢ Z log ])
(4) Replace (t1,...,t,) with (¢,...,t).

(5) Repeat (2)-(4) until reaching a local optimum.

It should be noted that each iteration can be done in linear time (i.e., O(}_ |s;|) time). Although
LS is introduced explicitly in [1], LS has some similarities with the GIBBS sampling algorithm
and the EM algorithm, where similarities and differences are discussed in [5]. We obtained the
following theoretical results on this algorithm.

Proposition 1. The number of iteration steps is O(m"), where m = max; |s;|.
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Figure 1: Illustration of changes of #a; before and after steps (3)-(4). #a; may decrease. But
Zle #ar, does not decrease.

(Proof) It is not difficult to show that the score increases monotonically in LS. Since the number
of possible alignments is O(m™), the proposition holds. O

Next, we consider a very special case:L = 1 and p(a) = % for all @ € X. In this case,
detailed values of the scores are not important. Let #a; = #1(a;). Let m be a permutation of
{1,2,...,n} such that #ar, > #ax, > ... > #a,,. Then, it is easy to see that LS selects ¢; in
the following way, where we assume without loss of generality that #ar, > #ar, > ... > #ar,.
If s; contains letter ar,, LS selects ar, as t; in step (3). If s; does not contain a,r, but contains
dmy, LS selects ar,. If s; does not contain ar,...,ar, but contains ar,_,, LS selects ar,, .
i From this property and the fact that the score increases monotonically, we have:

Observation 1. The same 7w does not appear more than twice in LS.

(From this observation, we have:

Proposition 2. The number of iteration steps is O(A!) if L = 1 and p(a) = 4.

Proposition 2 is interesting because the bound is not affected by n. If A is small (e.g., in
a case of DNA sequences), A! is not so large. However, A! will be very large if A is not small
(e.g., in a case of protein sequences). So, we need other bounds.

Next, look at Fig. 1. ;From Fig. 1, you can see that decrease of #a,, contributes to increase
of #ay, such that h < k. That is, decrease of #a;,, does not contribute to increase of #ar,
such that h > k. Therefore, it is seen that, for any k, Zle #ar, does not decrease. Since
Sk #ar, <nholds for all k = 1,..., A and %, #a,, must increase for at least one k until
LS reaches a local optimal (otherwise, LS reaches a local optimal), the number of iteration steps
is bounded by O(nA).

Proposition 3. The number of iteration steps is O(nA) if L =1 and p(a) = <.

We can also make an example in which Q(n) steps are required by using an alphabet of size

O(vn).

3 Application to Class Discovery for Cancer Classification

We applied local multiple alignment to class discovery for cancer cells. For that purpose, we
considered the problem of finding a most significant cluster. Assume that each gene expression
level is rounded to 0 (low) or 1 (high) using appropriate threshold values. Then, we define the
problem of finding a most significant cluster as follows.
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Most Significant Cluster: Given a set S = {s1,s2,...,s,} of sequences of length m over
¥ = {0,1} and an integer k, find a set of sequences {s;,,...,s; } C S maximizing the relative
entropy score.

In this definition, s; corresponds to an expression pattern of i-th gene (g;), and s;[j] corre-
sponds to the (rounded) expression level of gene g; for sample j. It is expected that the most
significant cluster contains useful information for class distinction.

As in local multiple alignment [1], this problem is NP-hard. Since this problem is quite similar
to local multiple alignment, we developed the following local search algorithm by modifying the
algorithm in Section 2.

(1) Select k sequences s;,, ..., s; from S at uniformly random.
(2) Let fj(a) be the frequency of letter a in the j-th column of s;, (h=1,...,k).
elect sequences s;/, ..., sy trom S which have est relative entropy scores.
3) Sel i f S which h kb lati
(4) Replace (311, . szk) with (syr, ..., 81 ).
epeat untl reaching a local optimum.
5 R -(4 il hi local i

We made a preliminary computational experiment using a data set of real expression patterns
obtained by Golub et al [4]. The algorithm was applied to two cases: classification of ALL(acute
lymphoblastic leukemia) and AML (acute myeloid leukemia) and classification of B-cell ALL
and T-cell ALL. For each case, a set of 25 genes was selected as a most significant cluster. In
the case of classification of ALL and AML, only 4 samples among 38 samples were misclassified
even if classification was done by using the simple majority voting. In the case of classification
of T-cell ALL and B-cell AML, only 1 sample among 27 samples was misclassified.
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