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資源制約付プロジェクトスケジューリング問題 (RCPSP)はいくつかのスケジューリング問題の一
般系モデルとして知られている．我々は本稿において，RCPSPの拡張モデルを，“RCPSP/τ+”
として提案，定式化する．さらに，RCPSP/τ+モデルに対するヒューリスティックなアルゴリ
ズムを提案し，その性能を評価する．

A heuristic algorithm for extended model of RCPSP

Hiroaki KUSAKABE†, Mario NAKAMORI†

† Faculty of Engineering, Tokyo A&T University　

Resource-constrained project-scheduling problem (RCPSP) is a general model of the schedul-
ing problem. In this paper, we show a extended model of RCPSP and show a fomulation
of this model. We call this model “RCPSP/τ+” and present a metaheuristic algorithm for
this model.

1 Introduction

The resource-constrained project scheduling
problem (RCPSP) is well known as a general
model of job-shop scheduling. Until today, several
results by metaheuristic algorithms have been re-
ported 2) 4) . Also, some modified model of
RCPSP have been suggested 1) 3) . In this paper,
we introduce RCPSP/τ+, an extended model of
the RCPSP.

The RCPSP/τ+ is stated as follows. A project
consists of n activities. Activities are labeled as
j = 0, . . . , n − 1. Two activities j = 0 and
j = n − 1 represent the start and end of the
project, respectively. For each activity, the pro-
cessing time, the resource requests, and the prece-
dence relations with other activities are given,
whereas preemption is not allowed. For each type
of resource, the availability is given. The avail-
ability of each resource is not the same in each
time period. The resource requests of each activ-
ity also changes in period of its processing time.
Both activities j = 0 and j = n − 1 are dummy,
whose processing time is 0. We add constraints
of minimum and maximum time lags. Consider
two activities i and j where i precedes j. In some

cases, activity j must start within some time pe-
riod after the end of the activity i. Such a con-
straint is called within constraint. In other cases,
activity j can start more than some time period
after the end of the activity i. Such a constraint
is called after constraint.

A simple precedence constraint is taken as a
special case of after constraint with waiting time
is 0. All information on processing time, prece-
dence relations, and resource requests and avail-
abilities, within and after constraints are assumed
to be deterministic and known in advance. The
objective is to minimize the project’s make span,
i.e. the end time of the activity n − 1.

In this paper, we propose the heuristic algo-
rithm for RCPSP/τ+.

2 Problem Formulation

In this section, we show a formulation of
RCPSPτ+. This can be formulated as a 0-1 in-
teger programming problem.
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minimize

z = max
j

{
tmax−1

X

t=0

txjt + pj} (1)

subject to

tmax−1
X

t=0

txst ≤
tmax−1

X

t=0

txjt + pj + wjs,

j ∈ J, s ∈ Sj (2)

tmax−1
X

t=0

txst ≥
tmax−1

X

t=0

txjt + pj + ajs,

j ∈ J, s ∈ Sj (3)

n−1
X

j=0

min(t,pj−1)
X

u=0

djruxj(t−u) ≥ lrt,

t ∈ T, s ∈ Sj (4)

tmax−1
X

t=0

xjt = 1, j ∈ J (5)

xjt ∈ {0, 1}, j ∈ J, t ∈ T (6)

Here, meaning of each constants and variable
are as follows:

• n : Number of activities.

• m : Number of kind of renewable resources.

• J : Set of all activities.

• tmax : The project term length.

• T : Set of time periods in term of project. T =
{0, . . . tmax − 1}

• pj : Processing time of activity j.

• Sj : Set of successors of activity j.

• wjs : Grace of starting of activity s ∈ Sj after
completion of activity j. The activity s ∈ Sj

must start from completion of activity j to elapse
of wjs time periods.

• ajs : Waiting time of starting of activity s ∈ Sj

after completion of activity j. The activity s ∈
Sj can start after elapse of ajs time periods from
completion of activity j.

• djru : Activity j’s request of resource r in uth
period of its processing time.

• lrt : Limit of renewable resource r at time t.

• xjt : If the activity j starts at time t, then 1,
otherwise 0.

Inequalities (2) and (3) are within, after con-
straint, respectively. Inequality (4) is resource
constraint, and inequalities (5) and (6) are non-
preemptive constraint.

3 The Algorithm

In this section, we propose an algorithm for the
RCPSP/τ+. We consider two phases, initial so-
lution phase and improvement phase.

3.1 Initial Solution
To construct the initial solution, we implement
the single path method with tabu list. First, we try
to dispatch activities using single path method. If
a feasible solution is obtained, this phase termi-
nates. Otherwise, we record predecessor of activ-
ities which has not been dispatched and its start
time to the tabu list. Let J− be the set of ac-
tivities which was not dispatched. If |J−| ≥ 2,
select one activity j ∈ J− which has the high-
est priority in J− and all its predecessors have
been dispatched. Here, we assume that activity
j− ∈ J− is selected. Let Pj , Pw

j and P a
j be the

set of all predecessors of activity j, which are im-
posed whithin constraint and which are imposed
after constraint, respectively. Select one activity
k ∈ Pj− according to steps below.

step 1 If |Pj− | = 0 is satisfied, go to step 3. Other-
wise if |P w

j− | ≥ 1, select k which has the smallest
value of (7), terminate.

tmax−1
X

t=0

txkt + pk + wkj− , k ∈ Pj− (7)

Otherwise, go to step 2.

step 2 If |P w
j− | = 0 and |P a

j− | ≥ 1 are satisfied, select
k ∈ P a

j− which has the smallest starting time and
the highest priority, terminate. Otherwise, go to
step 3.

step 3 Search the activity k ∈ S0 \ j− according to
priority descending order. If k ∈ S0 \ j− which
has been imposed after constraint is found, select
it. Otherwise, select one which has the highest
priority. Terminate.

After recording attribute to the tabu list, iter-
ate the single path method referring to the tabu
list. If the record of activity j and its starting
time t is found in tabu list, activity j is not al-
lowed to be dispatched at starting time t. This
iteration terminates when a feasible solution is
found or the number of iteration exceeds the up-
per limit given in advance. We call this dis-
patching rule Single Path Method with Tabu list 1
(SPMT1). We give the priority used in SPMT1.
At the first trial in iteration of SPMT1, priority
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is given exceptionally in the ascending order of
value stated as follows,

m−1∑
r=0

pj−1∑
t=0

drju. (8)

Expression (8) represents the sum of the re-
quired resources of each activity j. From the
second trial onward, we give the priority as de-
scending order of the sum of predecessors and
successors which are imposed within constraint.
SPMT1 outputs feasible or infeasible solution and
dispatching sequence of activities.

3.2 Improvement of Solution
Next, we try to improve the schedule obtained
from SPMT1. Since a schedule which SPMT1
outputs is made from a dispatching sequence, we
change the dispatching sequence and try to build
solution. Changing dispatching sequence is im-
plemented according as each neighborhood dis-
cussed below.

After doing neighborhood operation, we exe-
cute dispatching called SPMT2. SPMT2 is the
same as SPMT1 except that it is not allowed
to change the dispatching sequence in SPMT2.
SPMT2 use the dispatching sequence instead of
priority of activities. If SPMT2 cannot build a
feasible solution using any dispatching sequence,
SPMT2 outputs value of expression (9) as objec-
tive function value.

n−1∑
j=0

tmax(1 −
tmax−1∑

t=0

xjt) (9)

3.3 The Neighborhood
In this subsection, we present three neighbor-
hoods for the RCPSP/τ+. These neighborhoods
are defined as changing dispatching sequence. Let
π(i) be activity whose sequence number is i, and
for each k ∈ J , let j

′

k := π(k).
First, let us introduce 2swap neighborhood. We

show the step of 2swap neighborhood operation
below.

step 1 Select two activities whose numbers of dis-
patching sequences are i1 and i2. Let be j

′
1 :=

π(i1) and j
′
2 := π(i2). Go to step 2.

step 2 Let π(i1) = j
′
2 and π(i2) = j

′
1, terminate.

1 2 6 4 5 3 7
1 3 4 5 6 72

Figure 1: 2swap neighborhood

1 2 3 4 5 6 7 81 2 3 4 5 6 7 8

1 2 6 7 3 4 5 81 2 6 7 3 4 5 8
1 2 3 4 5 6 7 81 2 3 4 5 6 7 8

Figure 2: 3select neighborhood

An example of neighborhood operation in the
case of i1 = 3 and i2 = 6 is shown in Figure 1.

Second, let us introduce 3select neighborhood.
We show the step of 3select neighborhood opera-
tion below.

step 1 Select three activities whose number of se-
quence are i1, i2 and i3, where i1, i2, i3 ∈ J \
{0, n − 1} Assume that i1 < i2 < i3. Let i := 0.
Go to step 2.

step 2 Let π(i) := j
′
i . If i = n − 1, terminate. Oth-

erwise, go to step 3.

step 3 If i ∈ {i1, i2, i3}, go to step4. Otherwise, let
i := i + 1 and go to step2.

step 4 If i = i1, let i = i2 + 1. Else if i = i3, let
i = i1 + 1. Else if i = i2, let i = i3 + 1. Go to
step 2.

An example of neighborhood operation in the
case of i1 = 2, i2 = 5 and i3 = 7 is shown in
Figure 2.

3.4 Tabu Search
We implemented tabu search algorithm using the
above three neighborhoods, i.e. shift/insertion,
2swap and 3select. For each neighborhood, at-
tribute recorded in tabu list is different. At-
tribute of shift/insertion neighborhood is activ-
ity and its new number of dispatching sequence.
As attribute of 2swap, we use the two activi-
ties which is exchanged number of sequence, and
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that of 3select is three numbers of dispatching
sequence of selected activities. If dispatching se-
quence which improve objective function value is
found in neighborhood, these are updated imme-
diately.

The algorithm terminates if number of iteration
exceeds the upper limit given in advance.

4 Numerical Experiment

We generated 50 RCPSP/τ+ instances randomly.
These instances include dummy activities. All 50
instances have the value of tmax = 400.

These are based on bench mark instances which
are released from PSPLIB. Using these instances,
we compared our algorithms with ILOG CPLEX
8.0. The maximum computational time of ILOG
CPLEX is 50000 seconds for each instance. So,
solution of ILOG CPLEX is not exactly optimal
solution in some instances.

All instances have feasible solution. Algo-
rithms examined are SPMT1 and tabu search.
All tabu search used dispatching sequence of
SPMT1 as initial condition. The neighborhoods
implemented to tabu search are 3select after
2swap (2swap-3select TS), and 2swap after 3se-
lect (3select-2swap TS). For each algorithms, we
use parameters presented as follows. Number of
iterations of SPMT1 and SPMT2 is 500. Length
of tabu list used in ins. TS and 2swap TS is 50,
used in 3select TS is 10. Maximum iteration num-
ber of tabu search using one neighborhood is 100
and using two neighborhoods is 50 for each neigh-
borhoods. For example, in the case of ins.-2swap
TS, 2swap TS is iterated 50 times after iterating
ins. TS 50 times.

ILOG CPLEX was executed on a Red Hat
Linux, Pentium III 1GHz CPU, 1GB memory.
Our algorithms are implemented on Windows XP
SP1, Pentium 4 2.6GHz CPU, 1GB memory with
C language.

In table 1, the column “feasible” represents a
number of feasible solution which each algorithms
produced. The column “cpu time” represents av-
erage cpu time[sec]. The column “gap” represents
the average of relative gap[%] of objective func-
tion value. In addition, ILOG CPLEX failed to
give optimal solution about some instances.

Table 1: Result of each algorithm and comparison
with ILOG CPLEX

algorithm feasible cpu time gap
CPLEX 44 23672.96 -
SPMT1 46 0.037 11.86
2swap-3select 50 354.46 2.14
3select-2swap 50 351.97 1.66

ILOG CPLEX gave the feasible solution to 44
instances of 50. CPU time of SPMT1 is very fast.
But gap is not good. 3select-2swap TS outputs a
good result.

5 Conclusions

In this paper, we presented ERCPSP/τ+ which
is an extended model of RCPSP and formulated
this problem as a 0-1 integer programming prob-
lem. We then proposed a tabu search algorithm
and presented result from computational experi-
ments. The parameter setting and implementa-
tion of the algorithm superseding the SPMT2 are
left for further research.
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