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Optimal Broadcasting Algorithm
on Arrangement Graph
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A new interconnection network topology—the arrangement graph, as a generalization of the star
graph topology, possesses excellent topology like the star graph and presents more flexibility than the
star graph in terms of choosing the major design parameters: degree, diameter, and the number of
nodes. In this paper, we propose an optimal distributed algorithm for one-to-all broadcasting on the
arrangement graph in fault free mode. The algorithm, which exploits the rich inherent structure of
the graph to constitute the structure of broadcasting binary tree and works recursively, broadcasts a
message to all the Zn%ﬁ processors in O(klgn) steps.
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1 Introduction

Broadcasting is one of the communication prob-
lems for a distributed memory multicomputer.
In broadcasting, one processor (or node) has a
message which needs to be communicated to ev-
eryone ; such a processor is called the source of
broadcasting and every other node to which the
message need to be sent is called the destination
of broadcasting. There are a large class of prob-
lems that cannot be solved in a timely fashion
using today’s sequential computers. But, many
of these problems can be broken into smaller size
problem that can be perform in the sequential
computer in parallel. By broadcasting, each of
these tasks can be assigned to a single processor
and performed by this processor.

A widely studied interconnection network topol-
ogy is the star graph(3]. It has been proposed as
an attractive alternative to the hypercube with
many superior characteristics. Particularly, for
general purpose interconnection topology, where
degree, distance and diameter are of primary
concern, the star graph is clearly superior to the
hypercube. A major practical difficulty with the
star graph is related to its number of nodes: n!
for an n-star graph. The set of value of n! spread
widely over the set of integers. The arrangement
graph is a new interconnection network topol-
ogy. This topology brings a solution to the prob-
lem of growth of the number n! of nodes in the
n—star with respect to its dimension n. It also
preserves all the nice qualities of the star graph
topology such as: hierarchical structure, vertex
and edge symmetry, simple shortest path rout-
ing and many fault tolerance properities.

The broadcasting problems on the hypercube and
the stargraph have been investigated in recent
years. In [4], Johnsson and Ho presented three
new communication graphs for hypercube and
defined scheduling disciplines. In [1], Mendia
and Sarker proposed an optimal algorithm for
one-to-all broadcasting in the star graph . It
exploits the rich structure of the star graph and
works by recursively partitioning the original the
star graph into smaller star graphs.

In this paper, we consider the one-to-all broad-
casting problem on the arrangement graph based
on Mendia’s work and propose an optimal broad-
casting algorithm in the message passing model.
By applying the ideas of binary tree into the
rich topology of the arrangement graph, this al-
gorithm performs the optimization on the time
complexity. The remainder of this paper is or-
ganized as following. Interconnection network,
arrangement graph and its properties are intro-
duced in Section II. Our algorithm in O(kign)
steps is proposed in Section III. We conclude the
results in Section V.

2 Arrangement Graph

2.1 Definition

Let n and k, for 1 < k¥ < n, be two integers,
and let us denote {n) = {1,2,...,n} and (k) =
{1,2,...,k}. Let P, be the set of permuta-
tions of the n elements of (n) taken k at a time.
The k elements of an arrangement p are denoted
P1,P2;- -+, Pk; We Write p=pips ... Dj.

Definition 1 : The (n,k)-arrangement graph
Ani = (V,E) is an undirecled graph given by:
V={pip2...px | pi in (n) and p; # p; fori# 5}
= Pui, and
E={(p,q) |pand qin V and for some i in
(k), pi#£ qiandp; =¢q; forj#i}. O

Fig.1 shows the arrangement graphs for the case
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Figure 1: (4,2)-arrangement graph

2.2 Basic Properties

The (n,k)-arrangement graph is regular of de-
gree k(n—k), number of nodes Z?:%)_!’ and diam-
eter [%kj When designing an interconnection
network based on the arrangement graph topol-
ogy, we can, by tuning the two parameters n and
k, make a more suitable choice for the number of
nodes and for the degree/diameter tradeoff. The
arrangement graph is a superset of many inter-
connection network topologies. For example, the
arrangement graph A, ._; is isomorphic to the
n-star graph, and the arrangement graph A, ; is
isomorphic to the complete graph with n nodes.
The arrangement graph Ap x can be considered




as a level-n hierarchical graph. Notice that there
are é%;—', nodes in A, which have element i in
position j for any fixed iand j (1<i<n, 1<
j € k). These nodes form an A,_, ;_1 subgraph
of An i consisting of all nodes with element ¢
in position j. For a fixed position j, the sub-
graphs 1;, 2;,...,n; have disjoint sets of nodes,
therefore they form a partitioning of the set of
nodes of A, ;. This partitioning into n copies
of An_1k- can be done in k different ways and
can be carried out recursively.

The arrangement graph still has many other good
characteristics. For a more thorough coverage of
the arrangement graph, the reader is referred to

[2].

3 One-to-All Broadcasting

In the section I, we have introduced a new topol-
ogy (arrangement graph) that presents more flex-
ibility than the star graph in adjusting the ma-
jor design parameters : numbers of nodes , de-
gree and diameter. It is well-known that the
broadcasting is the most important communica-
tion primitives in multiprocessors with no com-
mon memory. If the arrangement graph is con-
sidered the attractive candidate as a general ar-
chitecture, it must have not only the significant
properties of architecture and but also the effi-
cient broadcasting algorithm.

3.1 Assumption and Theorem on
Broadcasting

Based on the qualities of computer and network,
we know that some node for some network can
communicate with any nodes connected to it and
some node can communicate with at most one
other node connected to it at the given time.
According to the relationship among nodes in
broadcasting, there are one-to-all broadcasting
and all-to-all broadcasting{4]. It means that the
broadcasting has the different definition in the
different condition. Here we consider one-to-all
broadcasting. In this broadcasting model, we
make the following assumption:

A node consists of processor with full duplex
communication links to each of the other nodes
connected to it. Any nodes have the enough
buffer to preserve the received message. At the
given time, a node can communicate with at
most one other node connected or adjacent to
it. There is no faults in the network.

According to this assumption, we can give a the-
orem about the lower bound of the time complex-
ity for any one-to-all broadcasting algorithm.

Theorem 1:If an interconnection-network con-
sists of N nodes or processors, then any one-1o-

all broadcasting algorithm on the network must
take at least Q(IgN) sieps.

Proof: As shown in the references [1] ]
From above, it is known that a broadcasting al-
gorithm is optimal on the time complexity if and
only if it meets the condition given in Theorem 1.
Our purpose is to look for such an optimal algo-
rithm based on the properties of the arrangement
graph.

3.2 Broadcasting in O(kn)

Let p®=p;p;...px be the node of the arrange-
ment graph A, ;,we define the set INT(p®) =
{p1,p2, ..., pr} of the k elements of (n) used in the
node p°, and the set EXT(p°) = (n) — INT(p°)
The elements of INT(p®) is referred to as
the internal elements of p° and the elements of
EXT(p") is referred to as the external elements
of p°.
From the properties of the arrangement graph,
we know that the arrangement graph has hier-
archical structure. Utilizing this structure, we
will examine how to generate a broadcasting al-
gorithm.
Notice that the graph A, ; contains n disjoint
subgraphs A, _; x_; with the elements p; € {p; |
pi € (n),1 < i < n} in the position j € {j |
1 < j < k}. Let i; denote the subgraph of A, ;
with the element i in the position j. For the
fixed j, the subgraph 1;,2;,...,n; are n disjoint
sets of nodes, therefore we can divide all nodes
of A into n parts and each part forms a sub-
graph A, _; z_1 of A, k. Now we assume that the
node p° broadcasts a message. In order to send
the message to at least one node of n disjoint
Apn_1,k-1 with the element 7 in the position j in
An,k, we need to deal with the set of A,_1 -
in the following two cases:
(1) The case-A : i; € {i; | i € EXT(p)}
(2) The case-B : i; € {1; | i € INT(p)}.
Let EXT(i;) = {16 |i€ EXT(p")} and INT(i;)
= {i; i € INTG)). Let PJ = (3,77, .. 5t}
= {p1pa...i..px | i € EXT(p°)} be the set of the
nodes that have the exactly one different element
i in the position j with the node p°. In case-A4,
the node p® is directly connected to i; because
the node p° has exactly one different element
with the node p/ and p/ € EXT(i;). It means
that the node p® can send directly the message
toi; € EXT(i;). Let -, denotes the sending of
the message from one node to another. We have
the procedure of case-A: p° S, EXT(@;). For
example, let p° be a node of the graph Ag,s and
0 = 123456. For j = 6, EXT(4s) = {7s,86,9},
the node p° is directly connected to each of the
nodes in the set {123457, 123458, 123459} because
the node p° has only one different element with



the nodes in the set {123457, 123458, 123459} €
PJ | and can send the message to the any nodes
of the set P7.

In case-B, the node p° is not directly connected
to the any nodes belong to the set i; € INT(p%)
except itself. So in order to send the message
to the subgraph i; € INT(i;), we must send
the message to some nodes that are connected
not only to the node p® but also to the nodes
belong to the subgraph i; € INT(3;). We will
show that it is possible to find this kind of the
nodes by exploiting the topology properties of
the arrangement graph. From the definition, we
know that the node p° is connected to the nodes
belong to the set P/ and some of these nodes
are connected to the some nodes belong to the
set i; € INT(i;). This procedure can be pre-
sented as p° — P -5, INT(i;). For exam-
ple, let PP = pips...pn...px be a node that be-
longs to the subset P of P7, which has the
element p, € EXT(p") in the position j. We
can get k such nodes that are connected to each
i; € INT(i;) respectively. We have

P! = pnpaps..pj.--Pk

p* = p1p2pa...pj..-Pn

and the node p° is connected to any node pf €
{p" | 1 < j < k}. So the node p° can send the
message to any node pP € {p/ | 1 < j < k}.
From the relationship between the node p’ and
the node of i; € INT(i;), we know that the node
77 can directly send the message to the node pj;
with the element p; € INT(p®) in the position
7, which belongs to the subgraph i; € INT(3;).
Consequently, we can use the following proce-
dure to broadcast the message from the source
p° to at least one node that belongs to the sub-
graph i; € INT(i;). We have

P pij

It means that this procedure can distribute the
message to at least one node in each of 3; €
INT(i;) through some mediate node between
the source node and destination node. Conse-
quently combining the procedures of the case-A
and the case-B, we can correctly distribute the
message from the source node to at least one
node in each of n distinct An-1k—1 comprising
the original Ap, .

Lemma 1 :Given an arrangement graph A,
in which there is one node coniaining a message
to be broadcasted, the procedures in the case-A
and the case-B along with a sequential algorithm
to be performed by every node as described above
will correctly disiributed the message to atl least
one node in each of n distinct A, _y p_1 compris-
ing the original A, k.

Proof :

V source node p°

3 EXT(i;) and INT(i;)

Since p° = {EXT(ij) U P},
and P¥ 35 INT(ij)

then p® = {EXT(i;) U INT(:;)}
and {EXT(i;) U INT(;)} & {i; |
i€ (n)}

Hence p° = {i; | 1€ (n}}

So far, we have shown that the message can cor-
rectly distributed to each of n distinct An_1p-1
comprising the original Ay . 0
We know that the arrangement A,  is a level-k
hierarchical graph. From the Lemma 1, a mes-
sage from the source node can be correctly dis-
tributed to each of n distinct Ap_1x—1, In the
same way, we can distribute a message from level-
7 graph to level-(j — 1) for 1 < j < k. If we ap-
ply the technique recursively into each subgraph
until the problem is reduced to broadcasting on
An_(k-1),1, we would distribute the message to
every node of A, ;. At this point, we will guar-
antee that the broadcasting is finished and every
node has received the message. :
For convenience, we define the some notations.
In Ap i, let the set of p° = {p1p2--pj--Px |
p; € EXT(i;)} be denoted by DPC.I; , the
set of p° =, {P’ | 1 € j < k} be denoted by
PPC_II; and the set of {p/ | 1 < j < k) =0
{p1p2--.pj P | pj € INT(i;)} be denoted by
DPC 11;. In the same way, we can define the
sets PP‘C_I);_]',P.‘P‘C.II);_J',DPC_II);_]' in the
subgraph A,_js-j for 1 < j < k— 1. For the
subgraph A,_(x-1),1, we have only DPC_I, be-
cause of mo INT(z;) except the source node it-
self.

Theorem 2 = For an arrangement An, the
procedure sequence BS_An x of the form:

BS_ A, ={DPC_I;, PPC.II;, DPC.II,
DPC Iy, PPC_IIy_,DPC II;_,,
DPC Iy 2, PPC IIy_3, DPC 1I;_ s,



DPC_Is, PPC.I;, DPC.IIs,
DPC,, PPCIIL, DPC.II,
DPC1,.}

along with a sequential algorithm performed by
every node described above constitutes a broad-
casting algorithm.

Proof : We prove by recurrence that the algo-
rithm constituted by this sequence will correctly
broadcast a message to all of the nodes P(n,k)
in Ap k. Let a node p° in Apn i has a message
to be broadcasted. By the distributing sequence
{DPC_I}, PPC I}, DPC_II;}, the node p® can
distribute the message to at least node of each
of n distinct A,_; ;-1 and some mediate nodes
p'. Let Pi_; denote the set of n — j nodes con-
sisting of exactly one node of each of n — 5 dis-
tinct An_(j_1),k—(j-1), in which the nodes have
received the message by the procedure sequence
{DPC-I);_J',PPC_IIk_j,DPC_IIg_j}. Wehave
| Pe—j |= n— ;. It means that each of the nodes
in n — jdistinet An_(j_1)k-(j-1), Which com-
prise A, _; k—j, has received the message. From
the structure of the procedure BS_A, x, we know
that this sequence can be broken into k stages.
Utilizing the rule of product, the procedure se-
quence BS_An ; will guarantee that at least

E-1 k-1
H | Pej |= H(" —J3) = P(n,k)
ji=a Jj=0

distinct nodes would receive the message. Since
An x have exactly P(n, k) nodes, it will be sure
that every node would receive the message after
performing the sequence BS_Ap . ]

3.3 Analysis of broadcasting

According to the features of the parallel com-
munication and the definition of the procedures
DPC.Iy_j, PPCII_j and DPC_II;_j, wecan
calculate the number of steps of broadcasting a
message from a node to all other nodes in an
arrangement A, ;. Let the total length of the
sequence be L

k-1
L= (DPC.ILi_j+ PPCIL_s+ DPCII,_;)
j=0
k-1 k-2 k-2
=2 =R+ (k=) + D1
j=01 j=0 j=0
= O(nk)

As indicated above, we have shown that the se-
quence BS_A; ; can constitute a broadcasting
algorithm and its time complexity is O(nk).

In an arrangement A, , there are P(n, k) nodes.
As described in Theorem 1, an optimal algorithm

requires at least O(lg(P(n,k)) = O(Ig(n—_"—_!k—)!) =
O(klg(n)) steps. Therefore the algorithm per-
formed by the sequence BS_Ay i is not optimal.
For solving this problem, we use of the concept of
the binary tree. If we can embed the procedure
BS_A, i into a binary tree, we could produce an
broadcasting algorithm in O(klgn).

It is known that an arrangement A, x has k levels
hierarchical structure. The sequence BS_A, i
can be also divided into k levels and the subse-
quence of each level can be used to distribute the
message from higher level graph to next lower
level graph. From the structure of the subse-
quence, each subsequence except DPC_I; has
three parts, t.e., DPC_I , PPC_II and DPC_II.
For some A,_j x—j, the length of DPC _I;_; and
PPC_II;_; is n — k and k respectively. How-
ever the length of DPC_II;_; is always one .
If we are to reduce the time complexity of the
algorithm in O(kn), it must be by reducing the
time complexity of the sequence DPC_I;_; and
PPC_II_j. In fact, if the nodes receiving the
message by the sequence DPC _I;_; and the se-
quence PPC_II;_; were embedded on a binary
tree, then we could easily develop an algorithm
to perform the sequence DPC_Iy_; , PPC_II;_;
and DPC_II;_; in O(kign).

3.4 Broadcasting in O(klgn)

We assume the node p® = p;p,...p; belongs to
the graph A, ;. The node p° corresponds to an
arrangement of k elements chosen out of the n
elements. Let the set of the positions of the ele-
ments of the arrangement be the Jin= {1,2, ..., k}
and the set of the virtual positions of the external
elements of the arrangement is J,u = {k-+1,k+
2,...,n}, then we can define a bijective function
£ INT(E) U EXT(p) — Jin U Jour with f =
{(plx 1)1 B3 (pk) k)) (pk-l'ls k+ 1)3 S (Pm Tl)}, i'e')
FINT(@®) — Jin with f = {(p1,1), ..., (Px, k)}
and f : EXT(pO) - Jout with f = {(pk+l:k +
1)y (pa, )}

Let a node p° have a message to be broadcasted.
Every node can decide whether or not to send the
message to some other nodes. If we can design
a kind of numbered method based on the mes-
sage 5o that every node receiving the message
can be embedded into a binary tree, an optimal
broadcasting could be performed. As described
in the algorithm in O(kn), the node p° can be
connected to any node in the set P7. If we prop-
erly adjust the elements of the nodes in the set
PJ so that a kind of the relation of binary tree
exists among the node p® and the nodes in the
set PJ | the sequence PPC_IT; can be performed
in the [lg(k + 1)] steps.’

As shown in Table 1, let —— denote the send-
ing of the message at the m-th step. First let



the node p° send the message to the node p! =
PuP2pa...pr- Atfirst step, we have f = {(pn, 1))
(p1,n)}. Note the element p, € INT(p®) and
the element p; € EXT(p°) for the node p'. The
other elements of p* are the same as these of p°.
At the second step, the node p° and p! could
send the message to the adjacent to it respec-
tively, i.e., p° 2 p? and p! 2, p°. In the same
way, an additional step will double the number
of nodes that have received the message. At least
[1g(k + 1)] steps are necessary for the node p°
to distribute a message to some of the medi-
ate nodes between the node p® and the nodes
of ij € INT(i;). It means that the procedure
of Table 1 provides a method to perform the
sequence PPC_II; in the O(lgk) steps. From
the definition of p/, we know that p/ and p;;
have only one different element p; in the posi-
tion j. So after the end of the Table 1, the me-
diate nodes p € P;, which have received the
message, can directly send the message to the
subgraph i; € INT(i;) in the same step. Uti-
lizing the Table 1 and the procedure DPC _ITy,
we could distribute the message to at least one
node in each of k distinct i; € INT(;) at the
step [lg(k +1)] + 1.

Notice that the element p, is the external ele-
ment for the node p°. In the processes given
by Table 1 and DPC_II;, we use only the ex-
ternal element p, of the node p° to produce a
series of the mediate nodes and use these nodes
to connect with the subgraph i; € INT(i;) for
the node p®. From this point, we find that the
elements of the set EXT'(p?) are still the exter-
nal elements except the element p, for all of the
nodes p and the nodes of INT(i;) ,which have
received the message. According to the defi-
nition of the arrangement graph, the nodes of
Pi and INT(i;) that are produced by Table 1
and DPC _II; are connected with some nodes of
EXT(i;) for the node p°. So we can utilize these
nodes to distribute the message to some nodes
that belong to the EXT(i;). Applying the con-
cept of the binary tree into this process, we can
establish Table 2 to perform this procedure of
distributing the message.

In the Table 2, let the p¥ denote some mediate
node in order to send the message to the node
of some subgraph Ap_1x—1 , and the p;; denote
the node of the subgraph A,_; :_; that has the
element p; in the fixed position j. Let —— de-
note the sending of the message at the m-th step.
Initially there are k mediate nodes to send the
message to the adjacent k nodes p;; in the k sub-
graphs An_1k—~1. As shown in Table 2, an ad-
ditional step doubles the number of nodes that
have received the message. Until the m steps,
the k(2™ — 1) nodes will receive the message.

We know that there are n distinct subgraph 7; in
A, i and at least one of them has one node hav-
ing the message. For distributing the message to
the remaining exactly n — 1 subgraphs i;, we set
the constraint condition in Table 2 to control the
distributing procedure. In this way, a message
would be distributed to the n — 1 distinct sub-
graphs in the optimal steps and the distributing
procedure would end automatically according to
the constraint condition.

Theorem 3 : Let p® be a node of the arrange-
meni graph Ani with a message to be broad-
casted. If the procedures of Table I and Table
2 are performed in order of the number of Table
by every node as described above, the message
can be correctly distribuied to ai least one node
in each of n distinct subgraph Ap_y 1 compris-
ing the original arrangement A, in O(lgn).

Because of the sake of the space, we omit the
proof of Theorem 3. It would be proved by in-
duction through analyzing the relation between
the arrangement of node, which has received the
message, and the arrangement of the source node.
From the Theorem 3, it is known that the pro-
cedure of PPC_II, DPC_I1; and DPC_I; can
be performed in order in O(lgn) steps. We will
now present an algorithm to accomplish the pro-
cedure as described in Theorem 3.

procedure Broadcast
(var M : message; DATA : {M,i,j,m});
var i, j, m : inleger;
const Ly = [lgk]; L = ]"Ig"‘—‘ii’ﬁ];
begin
*Phase 1{For preparing)
begin
if node is source then
begin
for m:=1 to L; do
ji=2m"Y
if j < k then
p° sends DAT A to p/
end
else
if message received then
z:=j; m:=m+1;
begin
for m ;= m, to Ly do
ji=2m"1 4 g
if j < k then
p* sends DAT A to p
end{Phase 1 turn to Phase 2};
*Phase 2(For broadcasting)
begin
if node has message then
begin
for m:=1to L, do
i=k(2™71 - 1) +7;




ifi <n-—1 then
p’ sends DAT A top;y
end
else
if message received then
yr=j ma:=m+1

begin
for m := my then L, do
i=k2m" 14 y;

ifi<n—1 then
py1 sends DATA to psy
end{broadcast}

From this algorithm, we can observe that any
nodes not participating in broadcasting proce-
dure can work on their own tasks without knowl-
edge of the broadcast. So, it can be consid-
ered both as synchronous algorithm and as asyn-
chronous algorithm. By Theorem 3, the time
complexity of this algorithm is therefore O(Ign).
Since this algorithm would be applied recursively
k times as shown in Theorem 2, the time com-
plexity of the entire broadcasting on A, would
be O(klgn).

4 Conclusion

The arrangement graph topology has many good
topology properties and is an attractive architec-
ture for interconnection networks. In the inter-
connection network, the problem how to broad-
cast a message from a node to all other nodes
in the shortest steps has be paid a lot of atten-
tion, because broadcasting algorithm constitutes
one of the most important communication prim-
itives used in interconnection networks with dis-
tributed memory.

In this paper, we have presented an optimal dis-
tributed broadcasting algorithms for the arrange-
ment graph in fault free mode. At first, by us-
ing the hierarchical property of the arrangement
graph to partition a higher order A, ; into its
component subgraph A,_; ;—1, we have gener-
ated a broadcasting procedure in O(kn) steps.
We then utilized the inherent structure of the
arrangement graph to embed in order the proce-
dures of PPC_II;, DPC_II; and DPC_I} into
the binary tree so that a message would be dis-
tributed from one node in A, to at least one
node in each of An_1 ;—1 comprising the original
Aqn i in O(lgn) steps. Finally by exploiting hier-
archical structure of A, i, we have shown that it
would be possible to perform an optimal one-to-
all broadcasting on Ay in O(klgn) steps.
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Table 1: Preparing Procedure

Sendin, Node receiving message I Logical Relation
g
| =pp2.. Px | (Pnn) | pn € EXT(2")
PPt P = Paeii. o | (p1,n) | » € EXT(p")
3
PP | P =piPa.nn. px | (p2,m) | p2 € EXT(")
2
P = | p® =popapr..n px | (p3,m) | ps € EXT(p°)
Py | P o= {—p—Ipi-..px | (i) | p; € EXT(")
j= z+ zm-:l_
Contraints Condition :
END if j > k
pi=pnifz=0
pi=pzifx#0
L1 = “g(k + 1)]
z=k-—20"1
pr=pnifz=0
. pr=p-ifz#0
z L
=t | =1 vl Ipx | (px,n) | pr € EXT(p°)

Table 2: Broadcasting Procedure

[ Source Nodes

Send Message(M) to

Destination Nodes

[ Nodes Having M

[ )

1
— {p1j,--- p8s} Pijyee o2 Pkj
2
{p4...,p*} — {p(k41)j0 -1 P(20)5}
{p1j,--- Pxj} — {P(2k+1)js- - > P(3R);} P1js- -2 P(3K)j

|

]
p¥ ——pi; =

i=2™ ' -Dk+y=>

Contriants Condition:

Pyi Lo pij = i=kmlyyo END if i>n
m
! — P(am=1_1)k41)j
"
24 — P((2m-1-1)k+y)j
Py; — P(k2m=14y);
Pk2m=1_k)j = P(k2m™ —k)j Pijs-- s P(k2m —k)j
Ly = [lg™=FE]
3]
P 5 Ppa—1j
y=n—-l—k(21‘°"1 -1) END
L
{p',..., ¥} — {P(nmyir e 1 Pn—1)j} Pijy- - P(n=1)j
if
Pyj — P(n-1)j
y=n—1-—k2k2a-1
{P((212—1—1)k+1)j
{Ph,. e pk) -2
{P((zf-n—i—x)k%)i}
s END
—T — La—=1
g o= |Roizk2l ; e .
{....pyj} = { -1 Pn-1)i} Pljr--rPn—1)j
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