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A Generalized Marching Test
for Detecting Pattern Sensitive Faults in RAMs

BAR BE  BRE EZ

HETHERFE THEH
HAEH HERK KR 2-12-1

PRl WE, PEEXE) OEMEIRENICHAL, ZORE, 7 A MEMISEAL, 72 h HHEEE:
o TETWVA, KRITiE. RAMDF AN SY =Y E LT, Ny =V eV 54 7igEkm s e Li-—
BALLIcY —F 278y — VR BELTVD, ThE, N drbn s 2T LV HlEd 1I26E L BEOE
BAR L VB LY —F Uy F A RARI T ETERAL TS, COSEMBREIET, £k
@N%N&—Vﬁﬁév—%yﬁﬂy—y(B:IG%QMWMW%ﬁﬁﬁ—#Vﬁﬂﬁ—V(B:N@%ﬁ)i
TO—BALLZZBT LAY — 2 2 BB LA TEB, FANREELY. B=20BE0/ 8 — V3 RELTVS,

. LN, BEEL, BEY -2ty ST 4T,
By — VT 4 T, b —F VT F A b

A Generalized Marching Test
for Detecting Pattern Sensitive Faults in RAMs

Masahiro HASHIMOTO and Eiji FUJIWARA

Faculty of Engineering, Tokyo Institute of Technology

2-12-1, O-Okayama, Meguro-Ku, Tokyo 152, JAPAN

Abstract
Since semiconductor memory chip has become growing rapidly in its capacity, it requires a lot of
time for testing. This paper proposes a generalized marching test for detecting pattern-sensitive faults in RAM
chips. This new test executes the ordinary marching test in each memory cell-set obtained by dividing the whole
chip having N cells into B cell-sets , in which each two cells has cell-distance d. As a result, by changing the
number of set B, this new test includes the ordinary marching test for B = 1 and the ordinary walking test

for B = N, and therefore this can be called a generalized marching test.
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1 Introduction

With significant advance of the semiconductor technolo-
gies, the random access memory (RAM) chip has made rapid
progress in its capacity. This, however, brings us a serious
problem of chip testing, that is, an increase of test execution
time.

In order to test RAM chips strictly and efficiently, many
test algorithms [1] [2] have been proposed for various fault
models. As memory chip circuit is composed of memory
cell array, address decoder and read/write logic, there are
three fault models such as memory cell array faults, address
decoder faults and read/write logic faults. For these fault
models, test algorithms are classified into those having test
length O(N%5), O(N), O(Nlog, N), O(N'*) and O(N?),
where O(N*) denotes "of the order of N*" and N is the
capacity of RAM chip in bits.

It is almost evident that O(N'®) and O(N?) tests may
be unacceptable for very high density RAM chips having ca-
pacity of 4 M-bit, 16 M-bit or more. From this standpoint.
efficient test algorithms and new test scheme have been pro-
posed; for example, O(N%?) test algorithms which test many
cells simultaneously [3] and all cells on a word line simulta-
neously capable of detecting pattern sensitive faults (PSF)
[4] [5] , and built-in self-test (BIST) scheme [6] [7] [2] using
checkerbord pattern [8] and using of microcoded ROM [9]
[10]. As for O(N) test, the ordinary marching test having
complexity of 10N operations is now one of the most widely
used test algorithm, and several versions of it can be found
in the literature [11] [12] such as a linear marching test algo-
rithm having complexity of 30N operations [111 and an im-
proved version having 14N operations by slightly modifying
the fault model [12] . Another interesting O%N] test detect-
ing pattern sensitive faults {PSF) is a waltzing test having
31/3N operations whose memory cell array under test is di-
vided into three areas, each having the same residue of the
address divided by three [13] [14] [15] [16] . Similar idea of
the test partitioning the memory cell array into several areas
in which every two cells has at least Hamming distance D be-
tween their addresses gives Q(N) test for D = 2, O(N log, N)
test for D = 3 and 4, O(N(log, N)?) for D = 5 and 6, etc.[17].
These tests including the Walzing test, however, does not de-
tect all coupling faults and multiple selection faults in the
address decoder.

This paper proposes a new O(N? test based ou the ordi-
nary marching test. The proposed test, called gencralized
marching test (GMT), has a characteristic of detecting both
static pattern sensitive faults (SPST") and dynamic pattern
sensitive faults (DPSF) as well as detecting other faults such
as cell stack faults, coupling faults, decoder faults, etc.. This
also has a characteristic of including the walking test and, of
course, the ordinary marching test with changing the number
of partition in the memory cell array.

In the next Section, we define the fault models and defini-
tions. In Section 3 we propose the GMT capable of detecting
SPST and DPSF, each having cell-distance d. In Section 4 we
show an evaluation of the proposed GMT from testing time
and fault detection capabilities points of view.

2 Fault models and Definitions

Memory chip circuit is organized mainly from memory
cell array, address decoder and read/write logic, as shown
in Figure 1. Based on these circuits, there are three fault
models shown below.

1. Memory cell faults

o Cell stack faults

o Coupliug faults
A pair of cells is said to be coupled if a trausition in
one of them changes the contents of the other cell
from 0 to 1 or 1 to 0.

e Pattern sensitive fanlts (PSF)
A cell is said to have a pattern sensitive fault (PSI)
[18] if its content is altered by a pattern of 0% and
1’s, or changing the contents from 0 to 1 aud/or
from 1 to 0 in a group of other memory cells. A

cell is said to be a static pattern sensitive fault
(SPSF) if its content is altered when a certain pat-
tern of 0’s and 1's exists in the neighborhood cells.
A cell is said to be a dynamic pattern sensitive fault
(DPSF) if its content is altered because of a change
in its neighborhood pattern. Often the neighbor-
hood is allowed to take only the position that phys-
ically surrounds the base cell. The restricted neigh-
borhoods considered are five-cell, nine-cell physical
neighborboods [19] [20] {21] [22] (23] and a broader
row/column neighborhoods [24].

2. Address decoder faults

e Nonselection faults
o Erroneous sclection faults

e Multiple selection faults
3. Read/write logic faults

e Stack faults of output lines of the sense amplifier
logic or write driver logic

Most faults occurring in the address decoder and the
read /write logic can be mapped to faults in the memory cell
array. Therefore these faults will be detected by tests for the
memory cell array.

Definition 1
Cell-distance between two cells, e.g., cell 1 and cell 2, is de-
fined as the following:

d(celly,celly) = oy — @] + |y1 = y2l

where (z1,y1) and (z2,y2) are denoted as their positions in
the orthogonal memory array, as shown in Figure 2 . 1

Definition 2
A cell being tested is called a base cell,or a specified cell (SC),
and its remaining cells are called background cells (BC). g

Definition 3

The cell area in which every cell has cell-distance d from the
SC is called neighborhood cells. If the contents of the SC
arc affected and then inversed only by the contents of its
neighborhood cells, this kind of faults is called a slatic pat-
tern sensitive faults having cell-distance d (SPSF-d). If the
contents of the SC are potentially affected and then inversed
only by changes in the contents of the neighborhood cells,
this kind of faults is called a dynamic paltern sensitive faults
having cell-distance d (DPSF-d). 1
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Figure 1: Memory chip circuit



3 Generalized marching test (GMT)

Figure 3 shows test sequence of the ordinary marching test
algorithm. Step 1 in the figure shows initialization of the
memory array having N cells by writing "0’ (717 ) to all
memory cells. Step 2 indicates the marching test procedure
to read and verify 0’ (’ 1), and then to write "1’ (0"’
) at each address from zero to N, i.e., with incresing address
order. Step 3 also shows the marching test procedure with
inverse address order, i.e., with decending address order, from
N to zero, and with using complement of the data operated in
the Step 2. These procedures detect cell stack faults, coupling
faults and address decoder faults. The above test sequence,
however, detects limited cases of the PSF, because not all 4
neighborhood cells have opposite data to the SC, as shown
in Figure 4 .

3.1 Partition of the memory cell array for de-
tecting PSF .

In the proposed marching test algorithm, i.e., the general-
ized marching test ( GMT ), memory cell array having N cells
is partitioned into B sets, i.e., Cy, Cy, ... ,Cg, and every two
cells in each set has cell-distance at least d+ 1. The GMT is
started by choosing the set of SC, called SC-set, in the B sets.
In this case, N/B cells in the SC-set having cell-distance at
least d + 1 between each other are distributed in the memory
cell array under test . The memory cells except the ones in
the SC-set are included in the neighberhood cells. By taking
proper values of B and d, the GMT can detect PSE having
cell-distance d. For example, partitioning the memory cell
array into 5 sets enables to detect PSF having cell-distance
2 because every two cells in a set has cell-distance at least
3. This is shown in Figure 5 . The number shown in each
memory cell array, in this figure, shows the set number and
the cells hatched with oblique lines are included in the SC-
set, e.g., Cy, and others, Cy, C3, Cy, Cs, are included in the
neighberhood sets, called BC-sets.

Definition 4

When the memory cell array is partitioned into B sets, C,
Cq, ... Cp, cell group G is defined as the set of cells satisfying
the following condition:

1. Group G has B cells, each included in a different set.

2. Every two cells in G has cell-distance less than or equal
to d. 1

Figure 6 shows examples of GG for d = 1, 2 and 3. In this, a
set of cells having different set numbers makes G. Minimum
number of partition into sets is determined uniquely for odd
number of d and for even number of d. Figure 7 shows the
shapes of G for these cases.

Theorem 1
Minimum number of partition B for detecting PSF having
cell-distance d is determined by the following equations:
Ford=2i(i>0)
&2
B = - +d+1

= 2242 +1 3-1)

cell’b’ (7]7)

i L

memory cell arvay
dia,b) = 15-71+14~71
5

Figure 2: Cell-distance

step {_[all cells] 'data'write : addes )
T

step 4_'data’ read & 'datawrite : add++

step d_ 'date’ read & 'data‘write : add--

add : address

Figure 3: Ordinary marching test algorithm
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Figure 4: PSF in the ordinary marching test

Ford=2i+1(i > 0)
d? 1
7 tdts

24% + 4i 42 (3-2)
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Proof

This can be proved with using the method of math-
ematical induction.

For d = 2i: :

(i) For i = 0, this makes B = 1 which satisfies the
minimum number of partition.

(ii) For ¢ = k, this makes d = 2k. Then, B =
2k% + 2k 4 1 is assumed to be satisfied.

(iif)For ¢ = k + 1, this satisfies d = 2k + 2 which

N

GE'™S

memory cell array

Figure 5: An example of the partition for detecting PSF
having cell-distance 2



d=3

Figure 6: Examples of G for d = 1,2 and 3

makes Gaky2, i.e., G having d = 2k + 2, larger in
its size by one than Ggg. This can be proved in the
following. For d = 2k, cell a and cell b whose cell-
distance is d can be selected in Gai, and they are
located at the most exterior in Gax. If cell a (or cell
b) is located at the interior in Go, i.e., not existed
at the edge of Gy, then another cell ¢ included in
Gy is existed at the outer side of cell a (or cell b).
This shows that the cell-distance between ¢ and b
(or a) is at least d + 1 and this finally induces con-
tradiction to the definition of G. Therefore, cell a (
or cell b) is located at the most outer side in Gax.
If cell a’ adjacent to outer side of cell a and cell b’
adjacent to outer side of cell b are existed, i.e., cell
a’, cell b’ ¢ Ga, cell-distance between them is d+ 2.
Therefore, Ggg4.2 which includes cell 2’ and cell b’
is larger in size by one than Gg;. In general, G is
in the shape of lozenge, and therefore the minimum
number of cells in Gag42, i.€., By, is larger than
that of Gy, i.e., Bak, by the number of cells in the
surroundings of Goy.

Bogre = Bap +4(k+1)
= 2% 4 2% +14+4k+4
= Ak + 1)+ 2k + 1)+ 1

Therefore, this holds for ¢ = k + 1.
For d = 2¢ 4+ 1, this can be proved in the same way
as the previous case of d = 2i.

(Q..D.)
3.2 GMT for static-PSF

Based on the partition mentioned in the Theorem 1, the
GMT is performed according to the following algorithm.

memory cell array ...

N
e

by d = 2i

Figure 7: Cell area of G

data=0,8C=1

stept ([allcalls] data’ write : adde+ )

I
step2 ( [SC] 'data’ read & ‘data’ write :add++)

step3 [BC] 'data’ read : add++

i
stepd ( [SC] ‘data’ read & 'data’ write : add--

data=1,8C=1

add : address

B : number of partitions
BC : Background-Cells
SC : Specified-Cells

Figure 8: Algorithm 1 for detecting SPSF-d

Algorithm 1
Step 1: Data ’ 0’ is written in all cells of the memory array.

Step 2: Read and verify > 0’ and then wrile * 1 ’ with in-
creasing address order in the SC-set, e.g., C;.

Step 3: Read and verify * 0 7 in each BC-set.

Step 4: Read and verify ’ 1 ’ and then write > 0 * with de-
cending address order in C;.

Step 5: Change the SC-set from C; to Ciy1 and perform the
above steps from 2 to 4 until i = B.

Step 6: Inverse the data from 70 *to ’ 1 7 and perform the
above steps from [ to 5.

Figure 8 shows the above algorithm.

- = s Theotem 2

Algorithm 1 can detect static-PSF having cell-distance d, i.e.,
SPSF-d. 1

Proof

Let the SC-set be C;. Every two cells in C; has cell-
distance at least d + 1. Marching test procedure
always writes the opposite data in every cell in C;
to the contents of all cells in BC-sets. From this,
Algorithm 1 detects SPSF-d.

(QE.D.)

It is apparent that algorithm 1 can detect cell stack faults,
nonselection faults in the address decoder as well as SPSF-
d. It also detects erroneous selection faults, multiple selection
faults in the address decoder and coupling faults if they occur
in a set, because this algorithm performs marching test in
each set.

Theorem 3
For given B and N, the memory access number of the algo-
rithm 1 is shown in the following:

Number of wrile access: 6N
Number of read access: 2(B + 1)N 1

This can be casily proved and therefore omitted.

This theorem says that for B = 1 the proposed test algo-
rithm is identical with the ordinary marching test, and for
B = N it is identical with the walking test. We can say
from this that the proposed test algorithm is a generalized
marching test, because it includes from the O(N) test to the
O(N?) test, and therefore we can get the test having any
fault detection capability of SPSF by changing the value of
B.



data=0,SC=1

stepl C {allcells ] 'data’ write : add++ )

4
step2 (_[BC] 'data’ read & ‘data’ write : adds+)

step3 [SC] 'data’ read :add++

steps  [BC] ‘data’ read & 'data’ write :add—-)

data=1,8C=1

add : address

B : number of partitions
BC : Background Cell
8C : Specified Cell

Figure 9: Algorithm 2 for detecting DPSF-d

3.8 GMT for dynamic PSF

Based on the memory array partition in Theorem 1, an-
other GMT detecting DPSF is proposed in the following al-
gorithm.

Algorithm 2
Step 1: Data ’ 0’ is written in all cells of the memory array.

Step 2: Read and verify * 0 7 and then write > 1 > with in-
creasing address order in each BC-set.

Step 3: Read and verify > 0 7 in C;.

Step {: Read and verify ’ 1 > and then write > 0 7 with de-
cending address order in each BC-set.

Step 5: Change the SC-set from C'; to Ciyq and perform the
above steps from 2 to 4 untili = B.

Step 6: Inverse the data from 0’ to ’ 1 ’ and perform the
above steps from 1 to 5. 1

Figure 9 shows the above algorithm.

Theorem 4
Algorithm 2 can detect dynamic PSF having cell-distance d,
i.e., DPSF-d. '

Proof

Every two cells in C; has cell-distance at least d 1.
Marching test procedure always writes the opposite
data in every cell in the BC-sets to the contents
of the cells in C;. From this, Algorithm 2 detects
DPSF-d.

(QE.D)

Algorithm 2 can also detect cell stack faults, nonselection
faults in the address decoder as well as DPSF-d. It also
detects erroneous selection faults, multiple selection faults in
the address decoder and coupling faults if they occur in a set,
because this algorithm performs marching test in each set.

Theorem 5
For given B and N, the memory access number of the algo-
rithm 2 is shown in the following:

Number of write access: 2(2B — 1)N
Number of read access: 2(2B — 1)N [

BC (SC) SC (BC)

Figure 10: Memory cell array partition for practical GMT
with B =2

This can be easily proved and therefore omitted.

Changing the number B gives any fault detection capabil-
ity of the DPSF-d. That is, if B is larger in number, then
stronger disturbance is given to each SC, because every SC
is surrounded by larger number of BC’s having opposite data
to the contents of SC. Compared to the Algorithm 1, this
requires larger memory access number for testing and from
this we have to choose an appropriate value of B from the
viewpoint of testing time.

3.4 Practical GMT

The GMT having d = 1, that is, B = 2 from the Eq.(3-2),
is considered to be most practical, because every SC is adja-
cent to 4 BC’s and therefore it is directly and most strongly
affected by these 4 adjacent BC’s, and also this test algorithm
has small number of memory accesses, that is, 12N. Figure
10 shows the partition of the memory cell array in this case.
The test for DPSF-1 is identical with that for SPSF-1, and
therefore it has advantages of both GMT’s.

4 Evaluation

Table 1 lists the major RAM test algorithms including the
proposed GMT and compares from the viewpoint of testing
time, i.e., memory access number, and fault detection capa-
bilities. This says that the GMT with B = 2 has very high
fault detection capabilities, almost comparable to the walking
test, and has the highest fault detection capabilities among
the O(N) tests of the checkerboard test, the waltzing test
and the ordinary marching test. Figure 11 shows the rela-
tion between the memory access number for testing and the
memory capacity in bits for various test algorithms including
the proposed GMT.

5 Conclusion

This paper has proposed a new RAM test algorithm, called
a generalized marching test (GMT), capable of detecting both
static and dynamic pattern sensitive faults. The pattern sen-
sitive faults (PSF) having cell-distance d is newly defined
and algorithms detecting these PSF are proposed. Especially,
the GMT for static-PSF includes the ordinary marching test
(with B = 1) and the walking test (with B = N). The GMT
with B = 2 is the most appropriate one for practical use
having small testing time.

Future study remains in autonomous pattern generation of
the GMT from BIST standpoint.
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Table 1: Fault detection capabilities of GMT
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