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Abstract Superconnect technology which is based on interconnections around 10um design rule is expected to realize new
realm of electronic system integration together with System-on-a-Chip approaches. The superconnect technology will be
helpful in solving deep submicron (DSM) interconnection issues of VLSI's such as IR voltage drop and RC delay problems.
The accumulated knowledge database on board and package will be also useful in confronting DSM interconnection issues like
inductive effects.
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1. Abstract

Superconnect technology which is based on
interconnections around 10um design rule is expected to
realize new realm of electronic system integration
together with System-on-a-Chip approaches. The
superconnect technology will be helpful in solving deep
submicron (DSM) interconnection issues of VLSI’s such
as IR voltage drop and RC delay problems. The
accumulated knowledge database on board and package
will be also useful in confronting DSM interconnection

issues like inductive effects.

2. Scaling and Issues of Current LSI Technology

Taking a close look at the scaling law, we can see that
the following three crises are leaning over the LSI
technology.

» Power crisis

« Interconnection crisis

« Complexity crisis

The power crisis is depicted in Fig.2. Lower operation
voltage naturally increases operation current, which in
turn requires thicker metal layers for the current to be
distributed throughout the chip without IR-drop. One of
the key approaches to low-power design is the memory
embedding. By embedding memories, inter-chip
communication power can be reduced by two orders of
magnitude. The memory embedding, however, is an
expensive option, since it increases process steps. A
new system-level integration can be a solution to this
problem.

As for the interconnection crisis, RC delay increase
and IR-drop issue are some of the more stringent issues.
Thicker metal layer used in an interposer/package/board
may mitigate the problem.

Complexity crisis can only be solved by re-use of the
pre-designed blocks and designing at higher abstraction
level. Thus, System-on-a-Chip (SoC) where many pre-
designed IP’s are amalgamated at the higher abstraction is
one of the candidates to cope with the complexity crisis.
Future electronic systems, however, cannot be built only
with the SoC, since many SoC issues have become
evident as follows.

» Huge initial investment for masks & development

» Un-distributed IP’s (i.e. CPU, DSP of a certain

company)

o IP testability, upfront IP test cost

+ Process-dependent memory 1P’s

« Difficulty in high precision analog IP’s due to noise

s Process incompatibility with non-Si materials
and/or MEMS
The huge investment in developing the SoC process
to embed different kinds of technologies is one of the
most vital issues.

3. Superconnect

Recently, however, a new system-level integration
called 'superconnect' is attracting attention[1-4], which
may solve SoC problems. The superconnect connects
separately built and tested chips not by printed circuit
boards but rather directly to construct high-performance
yet low-cost electronic systems. The superconnect may
use around 10 micron level design rules [4]. Sometimes
LSI's in the superconnect are connected in three-
dimensional fashion to achieve the higher performance
and the smaller geometry. System-in-a-Package (SiP)
composéd of stacked chips using bonding or interposers
is one realization of the superconnect. The superconnect
mitigate IR-drop problems and RC delay problems.

There has been a large gap between on-chip and off-
chip interconnects in terms density,
performance, cost and turn-around-time. Basically, the
large gap comes from the big difference between the
design rules of on-chip and off-chip interconnects. It
can be said that there is a technology vacuum at present
between 1um level on-chip interconnect and 100pum level
off-chip interconnect. The superconnect will fill the gap
between on-chip and off-chip interconnect, making use of

of power,

10um level design rule.
Some of the important issues in the future system-
level integration are as follows.
» Special design tools for
co-design of LSTI’s and assembly
+ High-density reliable substrate and metallization
technology
» low-cost, available known good die (reworkablility

placement & route for

and module testing)

4. Issues in Deep Sub-Micron (DSM) Interconnects
The issues for DSM interconnects are summarized as
follows:

Larger current
IR drop (static and dynamic)
Reliability (electro-migration)
Smaller geometry / Denser pattern
RC delay



Signal Integrity

Crosstalk noise

Delay fluctuation
Higher speed

Inductance

EMI

Among others, IR drop and RC delay problems can have
help from the superconnect technology. To fully utilize
the merit of the thick metal layers of superconnect, co-
design of VLSI and assembly will be necessary. As for
inductive effects which appear i low resistance
interconnects in VLSI’s such as clock lines, power lines
and wide buses, the knowledge accumulated in board and
package designs will be transferred to VLSI community.
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Issues in System-on-Chip

+ Un-distributed IP’s (i.e. CPU, DSP of a certain company)
+  Low yield due to larger die size

* Huge initial investment for masks & development

+ IP testability, upfront IP test cost

+ Process-dependent memory IP’s

« Difficulty in high precision analog IP's due to noise

« Process incompatibility with non-Si materials and/or

MEMS

SoC vs. SiP

.

Smaller area

Shorter interconnect
Optimized process for
each die {Analog, DRAM,
MEMS...)

Good electrical isolation
Through-chip via

.

.

Heat dissipation is an

weeBUREICONNECE example based Q0.
three-dimensional assembly

K.Ohsawa, H.Odaira, M.Ohsawa, S Hirade, T lijima, S.G.Pierce, “3-D Assembly
Intecposer Technology for Next-Generation Integrated Systems,” ISSCC Digest of
Tech, Papers, pp.272-273, Feb.2001.



Issues in superconnect er-con

\\\\\\\\\\\\W\\Ww\‘\\\\\\m\%\ wm““\\\m\mmm\\m\mmm\

Offchip . On~chip

* Special design tools for placement & route for co-

design of LSI’s and assembly

« High-density reliable substrate and metallization

technology

+ Low-cost, available known good die

(reworkablility and module testing) Dol e B o e Turpegund
Technologies integrated on a chip JInterconnect determines cost & perf.
SLI:EII: P: Power, D: Delay, A: Area, T:Turn-arcund
Flash memory. ALAMMIMMTITTG T e T T T ] e
Embecded DRAM | - ISR I L Gate wosFET_ |
CMOS RF \\\\\\\\\\\\ M o PO A B Bl e IR 7 A P
FPGA A \\ NN g llayers / | n
MEMS \\\\\\\\\\\\\\\\\\ 5 1Eer il i 1
FeRAM AT H § 3 s
Chemical sensors \\\\\\\\\\\\ g 1R wr 39 §or 1
Electro-optical R NN Interconnect 1mm Cu E
Electro-biological ) é 7 1 1 "% detay *r
RF : Radlo Frequency ‘98 ‘00 ‘02 ‘04 ‘08 ‘08 10 ‘12 = sl |m“f,”1) ol s 1 o Vo buffers Loy
FPGA : Fleld Programmabie Gate Array Yea' ITRS'88 2000 ‘05 ‘10 '15 2000 ‘05 ‘10 1§ 2000 ‘05 ‘10 ‘15 2000 ‘05 10 ‘15
MEMS : Micro Electro Mechanical Systems Year Year Year Year
FeRAM : Ferroelectric RAM
+ SoC : High-performance but issues remain M“W“Qsmnnect M issues S
« Printed circuit board (PCB) : Low-performance Larger current

IR drop (static and dynamic)
Reliability (electro-migration)

N

* New system level integration : Sup Smaller geometry / Denser pattern
" . RC delay
- Col
nnects separately built and tested chips not by the Signal Integrity
PCB but rather directly to construct high-performance Crosstalk noise
Delay fluctuation
yet low-cost electronic systems
Higher speed
- May use around 10 micron level design rules inductance
EMI
Super-connect
mm—
| package bl package b _pastage 1 VDD, Power and Current Trend
~ et e g e 25 200 500
E 105" Technology vacuum =
2 - g 2 5
b S~ T \ g _
2 |lmermomen Sis g2
g K Upper fayers_ === Upper layers o [ER
2 W\M\A Middle iayers E’ 4 g g
= M.
8 01 Lewevlayers g B ‘{3
- AT 05 § S
0.01 0 ¢
Past Present Future 1998 2002 2006 2010 2014
Year
Nikkel microdevices o Technalagy o for Smiconde 1muﬂnnspmm:cmmfég:a’i\ducler
; EIAY), K Y Association (KSIA),

and Tawan s-m.conduewr Industry pririwnd (TsiA)



Vi@EViag #Vina; #Viga PVijefa-1 Iy

B
El,v,=|, Sheet resistance=R ?
Take IR as unity voltage drop

~lnterconnect Cross:-Section and Neise...

Unscaled / anti-scaled
* Clock
* Long bus
+ Power supply

Scaled interconnect ECEONOEEEEEAERNOINR0O0AEEROG
« Signai ODODBOZDCSROSONO00NONEG0EED
V722222222222 22 22 L2

1V 20W > 20A current
2% noise on VDD & VSS — ~0.02V / 20A — ~10pum thick Cu
t, area pad, K i d.

are co-d

Thick layer il

mm.i&as‘& end, e

o DY
1996 2000 2004 2008 2012
Year

Semiconductor Industry Association roadmap
http:/inotes.sematech.org/1897pub.htm

S

ceenBG delaY a0d gate del

Shock period

Delay (sec)
a
o.

um

1g”
QQQS 2000 2004 2008 2012

Year

Repeaters
Crl

A ]

a) Without repeaters b) With repeaters
tos =~ 0.37TRyyrCinr + 0.693(RyCr + RrCpyr + R Cr

C, :Gate capacitance of minimum MOSFET
Ro: ffecti i f MOSFET

Defay ~ k[p1 5}%"_67""+ p{fhlhcu + %C—’k"h RT'"ThcoJ]: Buffered

Rt

N
Delay 0 hopr = CrRo :Optimized size of buffer inverter
oh RrC

rCo
2éDelay P1 [RinrCr
=0->Kopr = .| — :Optimized number of stages
ok T~ \p, J RoCo
Delayopr = 2(Jp1pz + 2 NRarCinr RoCo = 2.4ty mos

Cap. of gates = koprhoprCo = +[P1/ P2Cr = 0.73CHr

we-RUffered interconnect delav.
e e

Ry Cinr,
a) Without repeaters b) With repeaters
- 4pm x 1um chip long
cl — e e ]
hip 7 10 o ; -
L DR Bty
>
= With repeaters
& o
Global interconnect
Gate defay
10

2010 2014

1998 2002 2006
Year

?
;
]

10 -
7
10
-
Chip § 30mm x 30mny
= 408 18mm x 18mm
»10
8
@
a .
10 Glock period
Global interconnect
10| 6um x 2pm cross-section interconnecy

10
2014

1998 2002 2006 2010
Year

x\\\W\\B«Jm&‘E&Nm N S
CTD‘)—'\NW\MW-

Ry Cwr
a) Without repeaters b) With repeaters

18 . _
1.6 i {k: #of stages | .r”
14 |11 h: size of Nt e
’ buffer .
1.2 2

pe -
1 + B o

. '\

0.8 e

g

0.6 Qela_y: t_ota'l dielay 1

0.4 |.da

0.2
112141618 2 22242628 3
Total capacitance / C

Delay/Belayqpy, hifigpy, kkgpy



Skin Depth and R Increase eenREVErSE temperature dependence.....

£ 100 5

H = .

§ ,Hf{ 20°C Y

5

g [

= 2 32bit f

i o o

f 10| 52 e

H Z~ K

5 E

< 2T~

i 0

H 4 05 1 5 2

§ ‘ Voo V1 Photograph of 32bit FA
x Ay 10 100 0.3pm CMOS

a/D  D:skin depth

K.Kanda, K.Nose, H.Kawaguchi, and T.Sakural"Design impact of Positive Temperature
Dependence of Drain Current In Sub 1V CMOS VLSI's",CICC99, pp.563-566, May 199¢.

R R Y

Shorter interconnect in 3-D assembl ; LS!

Year Unit
Design rule
Tr. Density
Chip size
Tr.Countpecchip ()
DRAM capacity
Locat
Giobal clock on a ¢
kofdevicesin d@D)_1(,d _h) Fover
SRS S 2 T Supply voltage
4ofdevicesind(2D) 3\ h d; Current
:?-(ﬁofstackedchipsin J) Interconnection levels
3 Mask count .| .
Cost/tr. (pa L.ents f
Chip to board clock Hz
5 . # of package pins
: Height between chips Fashaga sogt T Carisioin
3-D assembly

d: Manhattan distance

i Roadmap for Semi 1998 update spansored by the Semiconductor
Industry iation in on with European omponent iation (EECA),
Electronic Industries Association of Japan (EIAJ), Korea Semiconductor industry Association (KSIA),

and Taiwan Industry , ionat Technology Roadmap for
Semiconductors: 1999 edition. Austin, TX:International SEMATECH, 1885,

wlductive Effects in Clock Lines, .. Possible electronic system in

Y

@R .
s EES Sensors/actutors
B8 BEE +0.035)m 3.6G Si FET's
REaEE HH-EH with VTH & VDD control
EBERE L X
LOF 41 seid Moot Aefereses Sheses 290 Gl W Antercnss Plarce * Locally synchronous
E 17GHz clock, globally
‘ 5§r asynchronous
’ 1»0{ P.J.Restle & A Deutsch, MP! UN¥ic * Chip/ Pac'(age.l Board
o5 o et v st Configurable units system co-design for

cireuits symp., pp.2-3, May 1998, power lines, clocks, and

long wires (super-
connect)

H-tree clock distribution

WpWa = 1,518/828
ki N

18 mm

Driver 7o Local Clocking Network
1 Tie)  (®) Clocking Clecuitry
- Network
' A
CLK Globaf Clocking Wiring. (b} Chip Overview

M Mizuno, K.Anjo, Y.Susi, B Wakabayashi, T.Mogam, T.Horiuchi, M.Yamashina, “On-Chip
Multi-GHz Clocking with Transmission Lines,” ISSCC, pp.366-367, Feb. 2000



