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Abstract This paper presents a variable pipeline depth processor, which can dynamically adjust its pipeline depth and op-

erating voltage at run-time, we call dynamic pipeline and voltage scaling (DPVS), depending on the workload characteristics

under timing constraints. The advantage of adjusting pipeline depth is that it can eliminate the useless energy dissipation of the
additional stalls, or NOPs and wrong-path instructions which would increase as the pipeline depth grow deeper in excess of the
inherent parallelism. Although dynamic voltage scaling (DVS) is a very effective technique in itself for reducing energy dissi-

pation, lowering supply voltage also causes performance degradation. By combining with dynamic pipeline scaling (DPS), it

would be possible to retain performance at required level while reducing energy dissipation much further. Experimental results

show the effectiveness of our DPVS approach for a variety of benchmarks, reducing total energy dissipation by up to 40.4%

with an average of 27.4% without any effect on performance, compared with a processor using only DVS.
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1. Introduction

In recent years, energy efficiency has become a major
concern not only for battery powered or wireless systems,
but also in the case of high-performance microprocessors
such as multimedia and digital signal processors. Tradi-
tionally, microprocessor designs have focused almost en-
tirely on performance, but these shifting constraints are
requiring systems to be energy aware in addition to per-
formance, adapting to both application behavior and user
requirements. Therefore, it has become an important re-
search goal to develop the methodology of energy
efficient design which have high-performance and low
energy consumption as well.

Until recently, a large number of energy reduction
techniques have been proposed at almost all levels of de-
sign hierarchy from the system level to the device level.
Above all things dynamic voltage scaling (DVS) is one of
the most effective known techniques to lowering energy
dissipation due to the quadratic effect on the switching
energy. The early works on DVS include theoretical stud-
ies [8] and simulations on the potential of DVS tech-
niques [14, 15]. Since then, the practical implementation
of DVS technique have already been archived on some
commercial processors such as Intel’s Strong ARM
SA-110 [3], Transmeta’s Crusoe [4]. However, DVS tech-
nique has the problem that as the supply voltage becomes
lower, the circuit delay increases and the .performance

degrade [10]. Thus these approaches using DVS are un-

fortunately ineffective when tight deadlines are present in
systems.

One way to maintain throughput while lowering supply
voltage is to apply pipelining, which is the most popular
fashion to increase the performance in modern micro-
processor designs. Indeed increasing the pipeline depth is
very effective for performance, but this may not always
be energy efficient because too deep pipelining likely
causes a great deal of useless energy dissipation of addi-
tional stall cycles brought by hazards. Current micro-
processor designs decide the specific pipeline structure at
design time based on the configuration that archives the
best overall performance over a range of target applica-
tions. Previously, many researchers have addressed the
issue of the optimal pipelining both theoretically [12, 16]
and by simulation [17], which provide the way to deter-
mine the optimum design point of the pipeline depth that
gives the best performance. However, fixing the pipeline
structure may lead to a loss of an opportunity of further
speedup or saving waste of extra energy when running a
program which requirements are not well-matched to the
particular pipeline organization chosen. To solve this
problem, we introduce the concept of dynamic pipeline
scaling (DPS).

In this paper, we present a novel dynamically recon-
figurable processor, called variable pipeline depth proc-
essor, which can alter both pipeline depth and the supply

voltage at run-time, termed dynamic pipeline and voltage
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scaling (DPVS), considering workload characteristics and
user requirements. The combination of DPS and DVS
makes it possible to provide desired performance with the
minimal amount of useless energy dissipation.

The remainder of this paper is organized as follows.
The motivation and model underlying DPVS are discussed
in section 2, followed by evaluations are in section 3, and

our conclusions in section 4.

2. Motivations and Model

This section shows the possible scenario to illustrate
the motivation for DPVS technique, and the energy model
as a function of the pipeline depth and supply voltage to

evaluate proposed architecture.

2.1. Motivations for DPVS

Several approaches in the most recent literature on en-
ergy efficient architecture point out that there exists a
wide variation from one application to another, as well as
between different parts of the same application both in
terms of the inherent parallelism and in terms of the nec-
essary resources to sustain a given performance level. The
work of [13] showed that the amount of instruction level
parallelism (ILP) within a single application varies by up
to a factor of three. It should be realized that there is a
clear and significant difference in the optimal pipeline
depth among different types of workloads. When running
programs which contain causes of hazard a lot on the
deeper pipeline, it may not be possible to archive per-
formance improvement than expected, and what is worse
just raising not a little extra energy dissipation.

As was noted previously, a large number of researches
have been done about optimal pipelining in terms of
processor performance [12, 16, 17}, however, all of them
discuss on the premise that the pipeline depth is fixed at
the design time. Obviously it may not be energy efficient
to keep a fixed pipeline depth over a wide range of work-
loads since the exploitable ILP vary depending on its
characteristics. For this reason, our approach which dy-
namica{l]y adapts the pipeline depth to the certain work-
load characteristics (e.g., control flow complexity, data
dependency) which inherently have an influence on the
cycle per instruction (CPI) could archive the improvement
of energy efficiency.

To illustrate the key point of the proposed DPVS ap-
proach, we present a possible scenario as a motivational
example, where several tasks are run on the given scalar

processors, shown in Fig. 1. The processor taxonomy in

Fig.1 is similar to [6], additionally assuming the base
machine has the optimum pipeline depth over the whole
of applications.
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Fig. 1: Examples of energy reduction using DVS technique on

several pipeline configurations.

For the reasonable scenario, the example in Fig.l con-
siders the availability of a discrete and finite set of volt-

age values that can be chosen [8], along with the corre-



sponding frequencies derived from the information avail-
able for Intel’s XScale processor [11] letting the maxi-
mum supply voltage level be 1.6V. Each task can be exe-
cuted immediately after its arrival and is required to be
finished by the arrival time of the next task. The charac-
teristics of each task A, B, and C are modeled after the
algorithm of bit counting, quick sorting, and string
searching. The assumption is that one can change the
voltage level only once during the execution of a task,
and any latch and adaptation overheads are not consid-
ered.

Table 1 shows the total energy dissipation of each ma-
chine configuration. With the shutdown technique, the
system will operate at fixed voltage level of 1.6V. By us-
ing DVS, the tasks can be run at the scale the voltage
down, resulting in the total energy reduction of 66% in
the base configuration, 38% in underpipelined configura-
tion, and 73% in superpipelined configuration. With the
variable pipeline depth processor, one can choose the
lowest energy pipeline configuration on each task, which
allows the further reduction of total energy dissipation by

up to 19% for this example.

Table 1: Energy dissipation of each pipeline configuration to

illustrate the motivation for DPVS

Total

. Task Task Task
Configuration A B c En-
ergy
Base 16V 141 117 1717 421]

Pipeline DVS 5.717 4.0] 4.33J 14J
Under 1.6 V 13 ) 5.71 15) 33.71J
Pipeline DVS 137 2.1J 5917 217

Super 1.6V 1717 10] 24] 5117
Pipeline DVS 4.8J 4.21] 48] 13.8]
DPVS Model 4.87J 2.1 4373 | 11.27F

2.2. Energy Model

The dominant source of energy dissipation in a digital
CMOS microprocessor is the dynamic dissipation, which
is mainly the charging and discharging of the load ca-

pacitances. The dynamic energy dissipation is equal to

Edynamlr = Tae( : Z CL (k) ) Swlf(k) ) VDD ’ M

all _gates

where T,,.. is the total execution time, C; is the load
capacitance of a gate gy, Swit(k) is the switching count of
g, per unit time, and Vpp is the supply voltage. It can

clearly be said that lowering Vpp is the most effective

way to reduce the energy dissipation. However, lowering
Vpp causes increase of circuit delay. The circuit delay can

be estimated by using

14
(Vop)=K C, —20 (2)
( 1)1;) fa (V(;_Vr)a

where © (Vpp) is the propagation delay of CMOS tran-
sistor for supply voltage Vpp, Vris the threshold voltage,
Ve (~Vpp) is the voltage of input gate, « is the veloc-
ity saturation coefficient and K is the device parameter
which depends on the transconductance and the width to
length ratio. When transistors are not velocity saturated
a =2, as transistors become more velocity saturated «
decreases towards 1 and in advanced MOSFETs is about
1.3. Eq. 1 and 2 indicate that there is the essential
trade-off between circuit delay and supply voltage. When
we assume the dynamic energy is the most dominant and
the gates g, of the circuit form a collective switching ca-
pacitance C, and for roughly estimation, let the operating
clock frequency F(n,Vpp)=n/M t (Vpp), where n is the
number of pipeline stages, M is the total logic depth of
the circuit, the energy dissipation can be expressed as

Em,V,p) =T, V) C-F(n,¥5p) - Vop 3)
= [C-CPI(n)-C-Voo®

where CPI(n) is clock cycle per instruction, I/C is the
total instruction count committed. However, the energy
dissipation is not a good enough measure for evaluating
energy efficiency, by lowering the supply voltage and the
number of pipeline stages, the energy dissipation can be
easily reduced with increasing the execution time. Thus
when using the energy dissipation as a metrics of esti-
mating energy efficiency, we should think about meeting
the deadline (Tyeqqiine) at the same time. This constraint is
expressed as CPI(n)/F(n,Vpp) = Taeadiine -- (4) Our aim is
to minimize E(n,Vpp) subjected to Eq.4 by adapting the
combination of pipeline depth and supply voltage to the

program characteristics.

3. Evaluation
3.1. Simulation Framework

We evaluate our approach using the Mibench enmbedded
benchmark suite [7], which is a set of 35 commercially
representative embedded programs divided into six cate-

gories including: Automotive and Industrial Control,



Consumer Devices, Office Automation, Networking, Se-

curity, and Telecommunications, shown in Table 2.

Table 2: Simulated Benchmark Suites

Number
of s
Category Bench- Description
marks
Auto./ basif: math, bit counting,
. 6 sorting, shape recogni-
Industrial tion
shortest path calculation,
Network 2
. tree and table lookups
. data encryption, decryp-
Security 7 tion and hashing
jpeg, MP3encode/decode,
-color image conversion,
Consumer 8 image dithering, color
palette reduction, HTML
typesetting
Office 5 text manipulation
voice codec, checksum,
Telecomm 7 .
frequency analysis

The architectural simulators used in this study are de-
rived from the SimpleScalar/ARM version 2.0 tool set [9],
a suite of functional and timing simulation tools for the
ARM ISA. Simulated processor configuration is modeled
aier Intel's SA-1 StrongARM pipeline [3], found in
SA-11xx series of embedded microprocessors, shown in
Table3.

Table 3: Simulated processor configurations

Parameter Value
Fetch queue size 2 instructions
Branch prediction Not-taken

Fetch & Decode width 1 instrutions/cycle
1 Int ALU,
Functional units 1 FPMult,
1 FPALU
Pipeline depth (variable) 1,2,4,8,16

L1 I-cache 16k, 32-way

L1 D-cache 16k, 32-way

L2 Cache None

Memory Bus Width 4 —byte

3.2. Experimental Results
We have performed extensive simulations of the DPVS

approach to assess the effectiveness in reducing energy

dissipation. The assumption is that the deadline time is
loose enough to apply the DVS technique and the supply
voltage can be ideally altered, that is, any voltage value is
available and chosen, assuming any adaptation overhead
not considered.

The energy dissipation, as mentioned previously, can be
estimated by using the equation E(n,Vpp) < CPI(n)Vpp'.

Thus, considering not only supply voltage but also CPI
is important for energy reduction. In the following, we
present the elasticity of CPI and lower bound of voltage
as a function of pipeline depth at fixed throughput.

In Fig 5 we report the elasticity of CPI, which differs
vastly depending on the workload characteristics of each
category. As shown in Fig. 5, the average CPI of network
category benchmarks is the quadruple of that of security
category on 16-stage pipeline iconfiguration, while within
double on 1 to 8-stage pipeline configurations. This
means that the deeper pipeline is very effective in terms
of performance, but at the same time exposed the risk of
rapidly increase of the useless works than shallower pipe-
line. Since the current microprocessor design is inclined
to implement the extremely deeper pipeline, it would be
said that the concept of DPVS would become more im-
portant and effective in that situation.

We also show in Fig. 6 the normalized supply voltage
required to sustain the throughput when altering the pipe-
line depth. As it can be seen, the transition of the required
supply voltage is almost saturated between 4 and 8 stages
in all categories, but there is a slight variation of the
saturated voltage level.

Fig. 7 shows the normalized values for EPI of each ap-
plication category. As shown in Fig. 7, there is a variation
of the optimal pipeline depth which archives the lowest
energy dissipation. For almost all benchmarks the optimal
number of pipeline stages is 4 or 8, while some are 16.

The results presented so far show that obviously the
performance/energy characteristic of each category is
differing. Thus the effect of adapting the pipeline depth to
the optimal is very useful when running a variety of pro-
grams on a processor. Additionally, we show the fluctua-
tion of the optimal pipeline depth at each application
category in Table 5 and as the breakdown of Table 5, we
also show that at each benchmark program in Table 6.
From Table 5, we can see the optimal number of pipeline
stage is 4 if the pipeline depth is fixed over a wide range
of benchmarks. So assuming the pipeline depth is 4,
Table 6 shows the maximum energy saving of 40.4%,

achieved in quick sort benchmark.



Bench- Number of the pipeline stages
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Fig. 5 Cycle per instruction as a function of pipeline depth
Table 6: Normalized energy dissipation of each benchmark,

which is the breakdown of each category shown in Table 5
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s 2 r : In the end, we show the effectiveness of our approach
0 e to compare the energy dissipation of the fixed pipeline
12345678 910111213141516 L .
number of pipeline stages depth processor, and category specific, that is, the cate-
gory level optimized pipeline depth processor, and the
variable pipeline depth processor, shown in Table 7. We
Fig. 7 Normalized energy per instruction as a function of pipe- have observed 27.4 % energy saving results.

line depth under the fixed throughput

Table 5: Normalized energy dissipation of each embedded cate-
gory when altering the number of pipeline stage 1, 2, 4, 8, and
16 under the fixed throughput altering the supply voltage ide-

ally



Table 7: Normalized energy and reduction ratio of each proces-
sor type under the fixed throughput, supposing supply voltage

can be altered continuously

Processor Type En- Reduc-
»p ergy tion Ratio
Fixed pipeline depth
pip P 1.6989 | 0.0000 %
(4-stages ) processor
Category specific (opti-
mized) pipeline depth 1.5138 10‘3,;/930
processor °
Variable pipeline depth
pip P 1.2331 27.;1176
processor Yo

4. Conclusion

Novel energy efficient processor architecture of dy-
namically adjusting the pipeline depth and the supply
voltage, depending on both workload characteristics and
user requirements is proposed. From the analytical energy
model described in section 2.2, it could be said the pipe-
line depth adaptation gives lower benefits than DVS when
used in isolation under loose timing constraints, but DPS
gives mixed benefits when used combining with DVS,
which we call DPVS.

We have demonstrated the further energy saving op-
portunity is widely open by using DPVS from the experi-
mental results on a variety of benchmarks and have ob-
served a decrease of up to 56% with an average of 27% in
energy dissipation, compared with the variable voltage
processor with fixed pipeline depth all the time during

executing benchmarks.
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