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STATISTICAL CONSIDERATION IN SIMULATION
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It is often found that a simulation model of a computer system takes
much longer to construct, requires much more computer time to execute, and
vet provides much less information than the model writer expected. Yet,
many problems associated with design and configuration changes of computing
systems are so complex that an analytical approach is often unable to
characterize the real system in a form amenable to solution.

It is therefore very important to use statistical methodology that
will enable one to achieve his or her desired simulation accuracy as
quickly as possible. 1In this presentation, we discuss several statistical
methods for analyzing the outputs of a simulation model: the independent
replication method, the single run method, the regenerative method, etc.

The objective of probabilistic simulation can usually be translated as
a mapping from a random vector to a scalar value of some performance
measure. Thus, many of the variance-reducing techniques developed in the
Monte Carlo method are applicable to variance reductions in stochastic
system simulations. We will discuss recent progress of the -control

variable method in simulation of computer system models.
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In the past several years noteworthy progress has been achieved in
development of various analytic techniques for computer system modeling and
performance evaluation. Among a number of mathematical disciplines pertinent
to analytic modeling, queueing theory plays the most important role. We view
a computer system as a multiple resource system, where resources are the CPU,
memory, auxiliary storage, and I/O channels and devices. A major function of
the operating system is to manage the use of resources among many programs.
Most performance problems are therefore related to queueing delays caused by
contention for resources.
In this paper we provide an overview of recent results for queueing
network models, and their applications. In particular, various extensions of
Markovian queueing networks will be highlighted. We also discuss hierarchical

decomposition, computational algorithms, and approximations.
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