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Group communication protocols support the ordered and reliable delivery of messages to multiple
destinations in a group of processes. The group communication protocols discussed so far assume that the
delay time between every two processes is almost the same. In world-wide applications using the Internet,
it is essential to consider a wide-area group where the delay times among the processes are significantly
different. We discuss protocols for distributing messages to multiple destinations and retransmitting
messages to processes losing the messages in the wide-area group. We present the evaluation of the
protocols in the world-wide environment.
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1 Introduction

In distributed applications like teleconferences,
a group of multiple processes, i.e. process group
[13] is established and the processes in the group
are cooperated. Group communication protocols
support a group of processes with the reliable and
ordered delivery of messages to multiple destina-
tions. Transis [2], ISIS(CBCAST) [4], Psync [17],
and others [1,16,22] support the causally ordered
delivery. Totem [3], ISIS(ABCAST) [4], Ameoba
[12], Trans/Total [15], and others [5,20] support
the totally ordered delivery.

Group communication protocols discussed so
far assume that every pair of processes have al-
most the same delay time and reliability. Here,
let us consider a world-wide teleconference among
five processes K, U, O, T, and H in Keele of UK,
UCLA and Ohio State Univ. of the USA, and To-
hoku Univ. and Hatoyama of Japan, respectively.
In the Internet, it takes about 60 msec to propa-
gate a message in Japan while taking about 240
msec between Tokyo and Europe. In addition, the
longer the distance is, the more messages are lost.
For example, over than 10% of the messages are
lost between Japan and Europe while less than
1% are lost in Japan. Thus, it is essential to
consider a group communication where the de-
lay times between the processes are significantly
different [8,9,11], i.e. not neglectable compared

with the processing speed. Such a group of pro-
cesses is named a wide-area group. In the wide-
area group, the time for delivering messages to
the destinations is dominated by the longest delay
between the processes. For example, if T sends a
message m to H and K, T has to wait for the re-
sponse from K after having received the response
from H. Next, suppose that K sends a message m
to H and T, respectively. If T loses m, T requires
the sender K to resend m. The delay time be-
tween T and K is about four times longer than T’
and H. If H resends m, the time for retransmit-
ting m can be reduced. Thus, the delivery time
can be reduced by the destination retransmission.

Suppose that T sends m to H, U, and K. On
receipt of m, the destination processes send the
receipt confirmation messages to T'. Here, let us
consider a way that K sends the confirmation to
U instead of directly sending to T and then U
sends the confirmation back to T'. Even if U loses
m, the delay time can be reduced if K retransmits
m to U as presented before. A wide-area group
G can be decomposed into disjoint subgroups G,
vy Gsg (89 > 2) [8,24] where each G; has one co-
ordinator process. Messages sent by a process are
exchanged by the coordinators of the subgroups.
Holbrook, et. al. [9] presents a way where each
subgroup has a message log to retransmit mes-
sages. The protocols ?8, 9,11, 24] are discussed



to reduce the number of messages in large-scale
groups.

Jones, et. al. [11] discuss the saturation pro-
tocol where the sender sends multiple copies of
a message m to the destinations. In this paper,
we discuss the destination replication where the
destinations forward m to the other destinations
on receipt of m.

In sections 2 and 3, we present a system model
and the measurement of the delay time and mes-
sage loss rate in the network. In section 3, we
discuss ways to reliably deliver messages in the
wide-area group. In section 5, we present proto-
cols in the wide-area group.

2 System Model

A distributed system is composed of applica-
tion, transport, and network layers. A group of n
(> 2) application processes AP, ..., AP, are com-
municated by using the underlying group commu-
nication service provided by transport processes
TPy, ..., TP,. A group G of the transport pro-
cesses (G = { Thy, ..., TPn}%" is considered to
support each pair of processes TP; and T'P; with
a logical channel. Data units transmitted at the
transport layer are packets. T P; sends a packet to
TP; by the channel. The network layer provides
the IP service [18] for the transport layer.

The cooperation of the processes at the trans-
port layer is coordinated by group communica-
tion (GC) and group management (GM) proto-
cols. The GC protocol establishes a group G and
reliably and causally [4] delivers packets to the
processes in G. The GM protocol is used for mon-
itoring and managing the membership of G. AP;
requests TF; to send an application message s.
TP; decomposes s into packets, and sends them
to the destinations in G. The destination T'P; as-
sembles the packets into an application message

s;, and delivers s; to AF;. Packets decomposed
from the application messa,ge are messages. Let
dest(m) be a set of destination processes of a mes-
sage m in G.

‘A transport process T P; has to know the delay
time &;; with each T'P; in G. In the GM proto-
col, T}g‘ requests the network layer to transmit
two kinds of ICMP [19] packets: “Timestamp”
and “Timestamp Reply”. TPF; can know when
“Timestamp” sent by TP;is recelved by T'P;, and
“Timestamp. Reply” recelved by TP is sent by
TP; by using the time information. TP, calcu-
lates 8;j, i.e. round trip time. T'P; sends periodi-
cally the ICMP packets to all the processes in G.
Here, T'P; is nearer to TP, than TP if 6;; < 6ix.
In addltlon the GM protocol monitors the ratio
€i; of pa,ckets lost between each pair of TF; and
TP;. b;; and &;; show the averages of §;; and e;;,
respectlvely Here, we assume that 6;; = 6” and
& = Eji for every pair of TF; and Tj’

We make the following assumptnons about
packets sent by TF;:

e Packets may be lost and duplicated.

e Packets can be sent to any subset V of des-

tination processes in a group G (V C G).
e Packets sent to V' are not received by pro-

cesses which are not included in V.

e Packets sent by the same process may be re-
ceived by the destination processes not. in the
sending order (not assuming FIFO arrival).

3. Network Measurement

We measure the message loss rates and the
delays among seven UNIX processes in SPARC
workstations, i.e. three (ktsun0, kelvin, ccsun) in
Hatoyama, one ({z) in Sendai, Japan, two (ucla,
osu) in the USA, and one (des) in Keele, UK.
Here, ktsun0 sends 5000 messages of 128 bytes,
one message every one second to tu, uclae, osu,
and des. Figure 1 shows the receipt ratio R(t)
of each process for the delay time ¢. For exam-
ple, ucla receives about 30% of the messages sent
by ktsun0 in 120 to 150 msec. The average de-
lay time ék15uno0,des is about 240 msec. The figure
shows that the longer the distance is, the more

messages are lost and the bigger the variance of
R(t) is.
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Figure 1: Message receipt ratio v.s. delay

Next, we measure how reliably the destination
can receive a message 1 by the replication. ki
sun0 sends h copies of m to tu, ucla, and dés. Ta-
ble 1 shows a rate that each destination receives
at least one copy for h = 1 2, 3

Table 1: Repllcatlon [%]
(T 1 7 1 3 ]
tu . ][ 99.08 | 99.96 | 99.96
ucla || 89.74 | 99.16 | 99.84
des 88.36 | 98.20 | 99.84




4 Reliable Delivery
4.1 Transmission and confirmation

In the group communication, a message m sent
by a process T'P; is sent to multlple destination
processes in a group G = {T Py, ..., TF,}. Here,
let s be the number of the destinations of m,ie. s

= |dest(m)|. There are two points to be discussed
to realize the reliable receipt of m in G:

(1) how to deliver m to the destinations, and
(2) how to deliver the receipt confirmation of m
to the sender TP; and the destinations.

There are direct and hierarchical ways [Figure 2]
for (1). In the direct multicast, T P; sends m di-
rectly to all the destinations. In the hierarchical
multicast, TP; sends m to a subset of the desti-
nations. On receipt of m from T P;, T'P; forwards
m to other destinations. The propagatlon tree
based routing algorithms [5] are discussed so far.
Another example is to decompose G into disjoint
subgroups Gy, ..., Gy, (sg > 2) [24]. Each G; has
one coordinator process TP; sends m to the co-
ordinator and the coordinator forwards m to the
destinations in the subgroups.

(1) direct (2) hierarchical

Figure 2: Distribution ways

There are two ways to deliver the confirmation
[Figure 3]. In the decentralized way [4], T'P; sends
m to the destinations and the destinations send
back the receipt confirmation of m to TP;. If TP;
receives all the confirmations, T'P; informs all the
destinations of the reliable receipt of m. Totally
35 messages are transmitted and it takes three
rounds. In the distributed way [20,22], every des-
tination T'P; sends the receipt confirmation of m
to all the destmatlons and T'P; on receipt of m.
If each TP; receives the confirmations from all
the destmatlons TP; reliably recéives m. Here,
O(s?) messages are transmitted and it takes two
rounds. In the paper [22], the number of mes-
sages transmitted in G can be reduced to O(s) by
adopting the piggy back and the deferred canﬁr-
matzon
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Figuré 3: Confirmation ways

There are the following protocols to distribute
messages and confirm the receipts:

(1) Direct multicast and distributed confirma-
tion (DD).

(2) Direct multicast and decentlallzed confirma-
‘tion (DC).

(3) Hierarchical multicast and distributed con-
firmation (HD).

(4) Hierarchical multicast and decentralized con-
firmation (HC).

(1) is named a distributed protocol [16]. (2) is
adopted by ISIS [4] and others [2,12,15].

Next, we consider when each destination pro-
cess can deliver messages received. Here, let m
be a message received by TP;. T'P; can deliver m;
if (1) TF; had delivered every message mz such
that my — m; and (I? m; is reliably received by
all the destinations. How long it takes to reliably
receive messages depends on the maximum delay
time among the processes in G. Hence, the delay
for delivering messages is increased if G includes
more distant processes. Since the processes are
assumed to be not faulty, messages are eventu-
ally received by all the destinations. Hence, TF;
can deliver my if TP; delivers every message my
destined to T P; such that mgy — m; even if m;y is
not reliably received.

(1) A message m is guaranteed to be buffered by
at least one process TP; in G. If m is lost by
some process, T P; can retransmit m.

(2) m is removed from the buffer if m is reliably
received, i.e. no need to retransmit m.

Hence, only destination to retransmit m and the
sender of m need to know whether or not m is reli-
ably received. Not necessarily all the destination
processes need to buffer m.

4.2 Retransmission

In the underlying network, messages are lost
due to buffer overruns, unexpected delay, and
congestion. Hence, the processes have to recover
from the message loss. Let us consider a group

={ H, U, 0, K}. Figure5 shows a process
graph of R where each node denotes a process.
The weight of the channel ( a, b ) indicates the
average delay time 8,4;. In Figure 5(2), a directed
edge a — b means that b is the nearest to a. Sup-
pose that H sends a message m to U, O, and K,
but O fails to receive m. In the traditional pro-
tocols, the sender H retransmits m to O and it
takes 26o. On the other hand, it U forwards m
to O, it takes 28y 0. Since dgo > o, we can
reduce time for retransmission of m if U forwards
m to O. Thus, if TP, loses m, TP, whose 6, - (1
+ ek]) /(- EU) is the minimum can send m to

Thus, there are two ways to retransmit m

if IlP loses m.

(1) Sender retransmission: The sender T P re-
transmits m to T P; [Figure 4(1)].

(2) Destination retransmission: Some destina-
tion TPy forwards m to T'P; [Figure 4(2)].

4.3 Replication
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K K
150 160 /
50
o] 0 - U
30
170 160
H H
1) ?2)

Figure 5: Process graph of the group H

In Figure 5, if H sends multiple copies of m
to U, there is bigger possibility that U can re-
ceive one copy of m. Thus, one way to prevent
from the message loss is that the sender TP; of
m sends multiple copies of m to the destinations.
Another way is that a destination TP, forwards
m to another destination T'P; while TP; sends m
to TP;. TP; receives m from TP, and TP;. For
example, U sends m to O on receipt of m while
H directly sends m to O. O can receive m from
U even if m sent by H is lost. There are the
following ways to replicate messages:

{1) Sender replication: T P; sends multiple copies
of m to TP;.

(2) Destination replication:
sends m to T'P;.

The protocols with the replication are named
replicated protocols. The sender replication is
similar to the saturation protocol [11].

There are two kinds of the destination replica-
tion. In the first way, one destination T P sends
one, possibly multiple copies of m to TP; on re-
ceipt of m while T'P; sends m to T'P; [Figure 6(1)].
In another way, multiple destination processes,
say TP and T P, send copies to T P; [Figure 6(2)].
T P; receives multiple copies from {TP,' and TPy.

In the replication, TP; sends multiple copies
of m to TP;. The continuous replication is to
send the copies of m continuously to T'P;. There
is no gap between messages. In another discrete
replication, T'P; sends the succeeding copies of m
some time units after T P; sends each copy of m.
If the message loss occurs in a burst manner, the
retransmission with the discrete replication has

TP receiving m

TE TR, TR TRTR TR, TR TP
[——

] j t j time

——
(1) one destination (2) multiple destinations

Figure 6: Destination replication

to be adopted.

Suppose that T'F; sends h;; copies of m to T'P;
in the sender replication. If f‘P, receives no copy
of m from TP;, TP; sends h;; copies of m to T'P;
again. The expected time T;; for TP; to receive

at least one copy of m from T'P; is &;; - (1 + Eg'j) /
(1- E?j‘j). The probability P;; that T'P; receives
at least one copy of mis 1 — 9. The cost C;j for
TP, to send m to T'F; is defined to be h;; - ;5. In
the destination replication, TP; sends h;; copies
of m by the sender replication. On receipt of at

least one copy of m, TP, sends hy;j copies of m to
TP;. The expected time Tiz; for TP; to receive
at least one copy of m forwarded by TP is 6;; -
—h; - - R

(L+2) /(L= + 8k - (14757 / (1 -
E:;’) The cost Cij is hix - ix + hyj - 6p;. The
probability P; that TP; receives at least one
copy of m is (1 — E?;’) + E?j"' (1 - (1 — &k
(1= E:;")) The destination replication is more
efficient than the sender replication if Tj; > Ti;,
F;j < Py;j, and Cj; > Cii;. In the time critical
applications, the destination one can be adopted
if Ty; > Tix; even if Ci; < Cipj. TPy is selected to
forward m to T'P; if ’f‘,-k' is the minimum among
the destinations of m. Here, no sender replication
is adopted if hij =1 and hy = 1.

Let € be a maximum allowable loss ratio. If;;
< €, TP; does not need to send multiple copies
of m to TP;. If &; > ¢, TP,; has to send hy; (>
1) copies of m whether or not TP; retransmits
m. It is required that Efj"" < e. Hence, h;; >
loge [ logE;; if €&; < €, otherwise h;; = 1. For
example, h;; = 3if ¢ = 0.01 and ;; = 0.2. We
can consider a way that T P; sends m to TP, TH
sends m to TPy, and finally T P; sends m to T'F;.
However we assume that there is only one process
T P, forwarding a copy of m to T'F;.

5 Protocols

Suppose that a process T'P; sends m to a subset
Vi of the destination processes in the group G.
There are the following protocols.

(1) Basic (B) protocol: distributed protocol with
sender retransmission.

(2) Modified (M) protocol: distributed protocol
with destination retransmission.

(3) Nested group (N) protocol: hierarchical mul-
ticast and decentralized confirmation with
destination retransmission.



(4) Decentralized (D) protocol: direct multicast
and decentralized confirmation with sender
retransmission.

There are two further types, i.e. replicated and
non-replicated ones for each protocol. Here, BR,
MR, NR, and DR are replicated versions of B, M,
N, and D protocols.
[Basic (B) protocol]
(T1) TP; sends m to every destination process in
m (C G).
(T2) On receipt of m, each process TP; in Vi,
sends the receipt confirmation to T'F;.
(T3) On receipt of the confirmations from all the
processes in Vi, T'P; reliably receives m.
(R) If some TP; fails to receive m, TP; sends m
to TP; again. O

In the BR protocol with the sender replication,
TP; sends h;; copies of m to TP;. In the BR pro-
tocol with destination replication, a destination
TPy sends h;; copies of m to TP; on receipt of
m.
The modified (M) protocol is the same as
B except that the destination retransmission is
adopted.

[Modified (M) protocol}

(R) If TP; fails to receive m, destination TPy
nearest to TP; sends m to TF;. If all the
destinations lose m, T1 is executed again. O

In the N protocol, G is decomposed into dis-
joint subgroups Gy, ..., G,y (sg > 2). Each G; is
composed of the processes TPy, ..., TPy, (L >
1) where T'P;; is a coordinator.

[Nested group (N) protocol]

(T1) TP;; sends m to the coordinator TF;;. Let
DC; be a set of the coordinators whose sub-
groups include the destinations of m. TF;
forwards m to the coordinators in DCj.

(T2) On receipt of m, the coordinator TP, sends
m to the destinations in Gy. On receipt of m,
T Py sends the confirmation back to T P;.
On receipt of the confirmations from all the
destinations in Gy, T Py sends the confirma-
tion to the coordinators in DC;.

(T3) On receipt of the confirmations from all co-
ordinators in DC;, T Py sends the confirma-
tion to the destinations in Gg. On receipt of
the confirmation from T Pyy, TPy reliably
receives m.

(R) If TPy fails to receive m, TPy resends m
to TPy. O

In the D protocol, only the sender T'F; can
know whether each destination receives m or not.
Hence, the sender retransmission is adopted. T1
and R are the same as the B protocol.
[Decentralized (D) protocol]

(T2) On receipt of m, T P; sends the confirmation
back to T'P;.

(T3) On receipt of all the confirmations, T'P; sends
the acceptance a to all the processes in B.

(T4) On receipt of a, TP; accepts m. O

Figure 7(1), (2), and (4) show the B, M, and

D protocols where H sends a message m to U,

_5_

O, and K but K loses m. In the M protocol, O
forwards m to K since O is the nearest to K. In
the replicated version of D, O forwards m to K on
receipt of m from H. Here, Eox > Enk and dox
< 6gk. Figure 7(3) shows the N protocol with
three subgroups ( H ), (U, O ), and ( K ) where
H, U, and O are the coordinators. U receives m
but O loses m. Here, U resends m to O.

H U 0 K H U [ K
m m
\X Lost \X Lost
\ Conf. x Conf.
Detect Detect
|~ Nack Nack
/ Resend
< Resend Conf.
\ / o
L/? Conf. /
time / time
(1) Basic (B) protocol (2) Modified (M) protocol
® o ©® H U o0 K
m m
[~ &\\x Lost
Conf. Conf.
>£—/ Lost %/
Detect
/\ Resend
\ Detect
Resend
Conf. [~
L, —] -
/ Conf. // Conf.
§§\ Accept
time time

(3) Nested group (N) protocol (4) Decentralized (D) protocol

Figure 7: Protocols

In the B and D protocols, only H is required to
buffer m since H retransmits m. All the processes
may retransmit m. Hence, every process has to
buffer m. In the N one, H sends m only to U,
and then U forwards m to O and K. If either
O or K loses m, U retransmits m. Hence, the
coordinators have to have buffers. The B and D
ones imply fewer buffers than the others.

6 Concluding Remarks

We have discussed the wide-area group com-
munication including multiple processes intercon-
nected by the Internet. Here, each logical channel
between the processes has a different delay time



and message loss ratio. In this paper, we have
presented ways to reduce the delay time of mes-
sages and improve the reliability in the wide-area
group, i.e. destination retransmission and replica-
tion. We have presented four protocols, i.e. basic,
modified, nested group, and decentralized proto-
cols. We are planning to evaluate the protocols in
the wide-area environment including processes in
Dendai, Tohoku Univ., UCLA, OSU, and Keele.
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