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1 Introduction
The issue-based information system (IBIS)

was raised as an argumentation-based approach
to solving complex problems [3]. The elements
in IBIS can be divided into 4 types: Issues that
need to be answered, positions towards issues,
and arguments including pros and cons which
are positive and negative respectively. To fur-
ther promote the efficiency of IBIS, it is signifi-
cant to classify the types of discussion contents
by these labels, as a typical NLP problem.

There are two classic and widely used mod-
els called BERT and fastText for tasks existing
right now. BERT is an unsupervised, deep bidi-
rectional system for pre-training NLP, resulting
that it can be fine-tuned by just adding one ad-
ditional output layer to be adjusted to some par-
ticular tasks [1]. Sakai et al. [4] combined it
with Long Short-term Memory (LSTM) to clas-
sify the discussion contents in Japanese by IBIS
labels with high accuracy. However, the exper-
iments in English were not sufficient because of
the lack of English datasets. Alternatively, fast-
Text is a text classifier with similar performance
compared with deep learning classifiers in terms
of accuracy, but magnificently faster for training
and evaluation [2].

The goal of this report is to investigate the key
factors affecting the precision of the IBIS label
classification by doing comparative experiments.
According to the results, further detailed meth-
ods to improve or modify the process of IBIS
label classification are raised at the end of the
paper.

2 Experiments

The first two datasets were directly withdrawn
from discussion recordings in English; By con-
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trast, the third one was translated from a discus-
sion recording in Japanese but strictly followed
the IBIS structure as a comparison. 10-fold val-
idation was taken as the verification method.

First and Foremost, the algorithm mentioned
previously and the fastText classifier would be
taken to classify the IBIS labels as the baseline
results. The comparison between the baseline
results would be illustrated in Figure 1.

(a) experiments results using BERT

(b) experiments results using fastText

Figure1: baseline precision results

According to the baseline results, it is clear
that the previous classification algorithm has
overwhelming advantages in identifying the first
two datasets, either the average precision or the
stability of the identification. However, this ad-
vantage narrows when classifying the sentences
in the third dataset, mainly because the third
discussion recording strictly follows the IBIS
structure.

Furthermore, considering the major difference
between English and Japanese, normalizing the
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datasets by converting upper letters and punctu-
ation is a common idea. In this experiment, nor-
malized datasets were used instead of the orig-
inal ones to figure out if they can improve the
precision.

(a) experiments results using BERT

(b) experiments results using fastText

Figure2: comparative results generated by using

normalized datasets

From the results given in Figure 2, the con-
clusion is that even though the previous normal-
ization towards the datasets would not affect the
precision of the label classification heavily, it still
makes the classification more stable by decreas-
ing the standard deviation of the results.

Last but not least, considering the sequence
of words in sentences is another idea. It is rel-
atively easy to test it by adding a parameter to
the fastText classifier. Figure 3 illustrates how
this factor affects precision.

As it illustrates, by considering the sequence
of the words in sentences, the average precision
of classification increased, but the increase was
independent of the word number of a group.

3 Conclusion
From the results of the experiments, consider-

ing the sequence of words during training models
in English could promote the precision of classi-
fication can be reached as a conclusion.

In addition, since normalizing sentences could
decrease the fluctuation of the prediction with-
out decreasing precision, it can be implemented
as a process of the agent’s behaviours in the fu-
ture to improve stability.

Figure3: comparative results using fastText,

considering the sequence of words

Meanwhile, the results on the third dataset
were the best even though it was translated from
Japanese, which means that to some extent if
native speakers attend the discussion does not
affect the precision. It could make generating
IBIS classifiers in different languages feasible.
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