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Abstract: Large botnets made up of Internet-of-Things (IoT) devices have a steady presence in the threat landscape
since 2016. However, it has not explained how attackers maintain control over their botnets. In this paper, we present
a long-term analysis of the infrastructure of IoT botnets based on 36 months of data gathered via honeypots and the
monitoring of botnet infrastructure. We collected 64,260 IoT malware samples, 35,494 download servers, and 4,736
C&C servers during 2016 to 2021. Not only are most binaries distributed for less than three days, but the connection
of bots to the rest of the botnet is also short-lived. To reach the C&C server, the binaries typically contain only a
single hard-coded IP address or domain. Long-term dynamic analysis finds no mechanism for the attackers to migrate
the bots to a new C&C server. Although malware binaries that use domain names to connect to their C&C servers
increased in 2020, the C&C servers themselves have a short lifespan and this tendency has not changed. The picture
that emerges is that of highly disposable botnets. IoT botnets are reconstituted from scratch all the time rather than
maintained.
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1. Introduction

The rise of the Internet-of-Things (IoT) is causing dramatic
changes in the Internet ecosystem. Billions of heterogeneous de-
vices are being connected to the Internet. Smart meters have been
rolled out, traffic management is enhanced with road sensors and
smart traffic lights, entire manufacturing plants are monitored
over the Internet, automated homes can be controlled remotely
and are equipped with connected devices like fridges, washing
machines, and security cameras—the list goes on and on.

The overall security of IoT devices has not kept up with these
developments. Especially in the consumer space, devices are be-
ing scanned and hacked at scale [1]. Morteza et al. [2] recently
found more than 400,000 exploited IoT devices across 350 IoT
botnets. Different IoT malware families, such as Bashlite [3], Mi-
rai [4], and Tsunami (a.k.a., Kaiten) [5] have enabled attackers to
launch distributed denial-of-service (DDoS) attacks [6], crypto-
jacking campaigns [7] and other forms of cybercrime [8], [9].

Prior work has uncovered three key aspects of IoT botnets.
First, malware binaries are seen only briefly, often for less than
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one day, and that the download servers of the binaries are also
short lived [10]. Second, it has been shown that command and
control (C&C) servers stay online only a bit longer, typically
for a handful of days, at least for Bashlite and Mirai [11]. Be-
sides, malware rely on hard-coded IP addresses for C&C call-
back [12]. Third, download servers and C&C servers are concen-
trated in few ASes associated with cloud providers, at least for
Bashlite and Mirai botnets [13]. Similarly, the P2P IoT botnet
Hajime [14], [15] is also short lived and has a particularly heavy
concentration in a small number of countries [16]. While these
works provide fascinating glimpses, we still lack a coherent pic-
ture of IoT botnet infrastructure. Prior work leaves unanswered
how attackers maintain their botnet in light of all these volatile
components.

This paper presents a longer-term study of IoT botnet infras-
tructure. We investigate how malware binaries connect to their
C&C servers and how attackers update their binaries or how they
refresh C&C server information. We show how binaries, down-
load servers and C&C servers are related to each other and evolve
over time. Our analysis focuses on Bashlite, Mirai and Tsunami,
because they are major samples on our IoT Honeypot It is based
on a much larger dataset than prior work, containing 64,260
IoT malware samples, 35,494 download servers, and 4,736 C&C
servers. These were captured over a period of 36 months of
IoT honeypot operations (October 2016–December 2017, Octo-
ber 2018–May 2019, and January 2020–January 2021). In short,
we find a range of botnets that take on a highly disposable form,
something never seen before in Windows-based botnets. We

The primary version of this work was presented at ARES 2020 [17].
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show IoT botnets are reconstituted from scratch all the time rather
than maintained. The concentration in certain cloud providers
might be the effect of abusing IP address allocation practices of
these providers in order to get fresh IPs for the constantly chang-
ing C&C servers. Although the overall tendency has not changed,
we note that some attackers attempt to hide their C&C connec-
tion in 2020. These disposable botnets creates new challenges
and opportunities in the combat against IoT botnets. Our main
contributions are as follows:
• About 85% of all binaries are distributed for less than 5 days.

The binaries have only a fleeting connection to their infras-
tructure, as they contain only one or few C&C IP addresses.
C&C servers, in turn, are also online for just a few days.
Long-term dynamic analyses found no attempts by the C&C
server to update the binary of the bot before the connection
is lost. All of this means that the attackers treat the bots, and
in fact the whole botnet, as “disposable”.

• Download servers and C&C servers are mostly located in
cloud providers, similar to traditional Windows-based bot-
nets. This indicates attackers are not using compromised IoT
devices to control their botnets. Around 70% of the down-
load servers and C&C servers are active for 5 days or less.
This pattern has not changed over the past years.

• There are a few Autonomous Systems (ASes) where a large
portion of the botnet infrastructure is concentrated. A single
AS of a cloud provider accounts for 39% of the total num-
ber of detected C&C servers. This concentration is present
independently of the malware family. C&C servers in such
ASes are not used at the same time and their IP addresses are
seen only in subsequent periods. We speculate that the at-
tackers might be abusing the provisioning of IP addresses to
virtual servers, thereby easily sourcing short-lived addresses
that can circumvent blacklisting.

• In 2020, C&C servers themselves were still short-lived and
that the tendency has not changed for years. However, mal-
ware binaries that use domain names for their C&C con-
nection slightly increased. Domain names that had strings
indicating C&C (for example, cnc and c2) in their names
decreased. A few binaries were using Tor nodes for further
connections. All of these evidence indicates that some at-
tackers are trying to hide their C&C connection.

The remainder of this paper is structured as follows. In Sec-
tion 2, we outline the structure of our monitoring and analysis
system. In Section 3, we present descriptive results of the data
captured by the monitoring system. In Section 4 we analyze bot-
net infrastructures and describe how attackers maintain their in-
frastructure.

In Section 5, we discuss the limitations of our work. In Sec-
tion 6, we explain the related work. Finally, we conclude in Sec-
tion 7.

2. Methodology

As malicious software which targets IoT devices continues to
grow, it has allowed attackers to create IoT botnets. These IoT
malware typically infect devices that provide SSH or Telnet net-
work services, by exploiting default passwords, weak credentials,

Fig. 1 Structure of analysis system.

or simply brute-forcing techniques. Once compromised, mali-
cious binaries are downloaded to the device for enrollment into
the IoT botnet. The attacker then gains control of the device
and can send commands through command and control (C&C)
servers or peer-to-peer (P2P) networks. To understand the infras-
tructure used by different IoT botnets, we started by observing
IoT-related attacks as captured by a hybrid honeypot scheme that
combines low and high interaction.

2.1 Monitoring Infrastructure
Inspired by the work of IoTPOT [18], we designed a similar

honeypot. Instead of virtual environments, we used bare-metal
IoT devices as high-interaction honeypots and performed a study
in a greater detail. We also used a sandbox environment for dy-
namically analyzing malware collected by the honeypot; and for
some cases, we conducted a static analysis. Figure 1 illustrates
the overview structure of our analysis system. The system con-
sists of five components, as follows:
IoT Honeypot: Compared to IoTPOT [18], we have extended our
honeypot with additional services such as known abused HTTP
front-ends, the CPE WAN Management Protocol (CWMP) [19],
a backdoor of the Netis router, and the remote access setup ser-
vice of several IP cameras. In case of high-interaction honeypots,
we used four different bare-metal IoT devices (two WiFi storage
devices, one router, and one IP camera) for observation. Once an
attacker logs into the honeypot and obtains a privileged system
shell, we recorded the system interactions, including shell com-
mands.
IoT Malware Downloader: The IoT malware downloader ex-
tracts malware download commands from shell command se-
quence which are observed by IoT honeypot. We download IoT
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malware samples as soon as the download command is observed.
Sandbox: The sandbox is composed of virtual machines and
bare-metal devices. The sandbox uses QEMU for emulating de-
vices with the three most prevalent CPU architectures of the col-
lected samples: ARM, MIPS, and MIPSEL, on which a Linux OS
(Debian) is running. The bare-metal sandbox uses four types of
physical devices, which are the same as the IoT Honeypot (ARM,
MIPS, and MIPSEL). These devices are chosen as they have in-
deed been identified as infected devices by our honeypot and are
typical off-the-shelf, low-cost hardware. We note that bare-metal
sandboxes run the risk of malfunctioning, as they run untrusted
malware binaries. However, Authors in Ref. [20] reported that
existing IoT malware is non-persistent and thus can be easily re-
moved by rebooting the infected device. Therefore, we reboot
the devices after each malware execution and compare files and
processes in the devices to see if any changes remain after the
reboot.
Access Controller: The access controller controls the traffic be-
tween the Internet and the IoT Honeypot, Malware Downloader,
and Sandbox. It also forwards inbound traffic such as telnet, to
honeypot for passive monitoring. On the other hand, it filters out
dangerous outbound attacks.
IoT Botnet INFO DB: Every information such as hash codes of
IoT malware binaries, DL servers, C&C servers and the relation-
ship among them are stored into a database.

2.2 Measurement Period
Our monitoring infrastructure evolved over time to capture the

evolution of malware families targeting different IoT devices. Our
aim was to capture new IoT botnets targeting different devices.

To account for these changes in the honeypot, we report the
analyses of 2 non-overlapping measurements periods. The first
measurement period comprises from October 2016 to December
2017, while the second period goes from October 2018 to May
2019. During the period from December 2017 to October 2018,
the honeypot infrastructure was upgraded and moved from a re-
search network to a commercial ISP network to increase the de-
ception capabilities of the honeypot. After the second period, we
continued our measurement and used a part of the data for dy-
namic analysis.

2.3 Dynamic Analysis
During both measurement periods, we analyzed dynamically

all the binaries collected by the hybrid honeypot. We conducted
2 different types of dynamic analysis, i.e., short-term and long-
term analyses. The aim of the short-term analysis is to extract
C&C server IP addresses and domain names, while the long-
term analysis aimed at understanding how the bot master con-
trolled/updated their bots. Hence the short-term analysis only last

Table 1 IoT honeypot sensor.

Measurement one Measurement two Measurement three
Location #IP Addresses Period Location #IP Addresses Period Location #IP Addresses Period

Netherlands 253 Dec, 2016–Dec, 2017 Japan 130 Oct, 2018–May, 2019 Japan 130 Jan, 2020–Jan, 2021
Taiwan 5 * 63 Dec, 2016–May, 2017 - -
Japan 140 Oct, 2016–Dec, 2017 - -
Japan 130 Nov, 2016–Dec, 2017 - -

a couple of minutes until we detected the first communication at-
tempt from the sandbox to the C&C server. On the other hand,
the long-term analyses were run for several days (up to 7 days).

As the functionality of the binaries is independent of the ar-
chitectures, for pragmatic issues, we selected a MIPS bare-metal
device for the short-term analysis (most stable sandbox) and a
MIPSEL sandbox for the long-term analyses. In the case of the
short-term analysis, we analyzed all malware binaries right af-
ter they were captured to increase the chances of the C&C server
still being up and running. The short-term analysis was conducted
with isolated sandboxes without any Internet connection.

The long-term analysis was conducted the period from October
2019 to November 2019. During the period, we examined the re-
sults of each short-term analysis right after the analysis concluded
to see if the binary tried to connect to C&C server. If so, we sent
the binary to the long-term analysis immediately. We performed
our analysis in parallel and tried not to occupy the sandbox analy-
sis system. For ethical reasons, we filter out scan packets, DDoS
attacks, and other attack traffic, while still allowing network con-
nections to the C&C servers. We closely monitored the traffic
until 24 hours after the connection to C&C server was lost, to see
if there was any attempt to re-establish a connection to the C&C
infrastructure or any backup servers. Because of the manual ef-
fort involved, we could only analyze 50 malware samples during
the second measurement period. We have to leave the analysis
with more exhaustive samples for future work.

3. Discovering IoT Botnets

As a first step to understand IoT botnet infrastructures, we an-
alyze the distribution of malware binaries and the global distribu-
tion of download servers and C&C servers.

3.1 Malware Binary
We deployed our IoT honeypot at 808 IP addresses distributed

across three countries (henceforth measurement one). As shown
in the left side of Table 1, one sensor was located in the Nether-
lands within a /24 network, 5 sensors were deployed in Taiwan
within /26 network and 2 additional sensors in Japan in different
/24 networks. The data was collected from October 2nd 2016
to December 2nd 2017. During the period, we collected 50,026
unique malware binaries. To understand the type of devices that
were targeted, we analyzed the CPU architecture of each IoT mal-
ware. The collected IoT malware had a great diversity in CPU
architecture but the main parts were ARM (22.87%), Intel 80386
(15.72%), MIPS (12.38%), and MIPSel (11.07%). The reason
may be that the attackers attempted to infect as many IoT devices
as possible. In many cases, malware binaries for multiple CPU
architectures were downloaded and executed. We then identi-
fied malware families of Bashlite, Mirai, and Tsunami. Hereafter,
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we used Anti-virus software Dr.WEB’s [21] to label each binary.
While the AV labels provide some information, the distinction
between Bashlite, Mirai, and Tsunami is not clearcut due to code
reuse across families. We do indeed see that much of the behavior
across these families are very similar and we describe most of our
findings as pertaining to all three families.

The left side of Table 2 summarizes the number of malware bi-
naries that belonged to each malware family, with the associated
number of download (DL) servers (measurement one). We note
that Hajime is a P2P based IoT malware and the infected host
becomes download server and C&C server.

To further understand botnet infrastructures, we also deployed
our IoT honeypot during a relatively recent time period (measure-
ment two). As shown in the right side of Table 1, all sensors were
located in Japan. The data was collected from October 2018 to
May 2019. During the period, we collected 9,858 unique malware
binaries. Similarly to the previous measurement, the collected
IoT malware had a great diversity in CPU architecture. However,
during this period of observation, we did not use any ARM device
for the high-interaction honeypot. The location of the sensor and
the number of IP addresses are different. Therefore, the portion of
malware binaries are slightly different. Out of these binaries, we
identified malware families of Bashlite, Mirai, and Tsunami. The
right side of Table 2 summarizes the number of malware binaries
with the number of download (DL) servers (measurement two).

3.2 Malware Download Server
After capturing malware binaries, we analyzed the global dis-

tribution of malware download servers. For measurement one,
we identified 23,341 unique IP addresses, distributed across 145
countries and 1,405 ASes. The left side of Table 3 shows the

Table 2 Summary of malware binaries & download servers.

Measurement one Measurement two
Family #Binaries #DL #Binaries #DL
Bashlite 43,855 1,358 332 175

Mirai 4,275 440 9,171 3,042
Tsunami 602 52 63 29

Other 1,294 21,491 * 292 9,132 *

Total 50,026 23,341 * 9,858 12,177 *

* These numbers include 21,134 Hajime infected hosts in Mea-
surement one and 9,004 Hajime infected hosts in Measurement
two, respectively.

Table 3 Top 10 ASes of download servers per malware family.

results for measurement one: the top 10 ASes with the high-
est number of download servers for each malware family. We
used GeoIP2Country [22] to identify AS number and country
code (CC). We used IP2Location [23] “Usage Type” to iden-
tify the AS usage. ASes are colored according to their types
(Data Center/Web hosting/Transit, Broadband ISP, Mobile ISP,
and Governments). Although there is some variance in the rank-
ing, the main locations of download servers of Bashlite, Mirai
and Tsunami were US and European countries. Most download
servers were using “Data Center/Web Hosting/Transit” services.
We also looked into malware binaries downloaded from the same
DL server with a case study of DL server “XXX.239.72.250”.
In Fig. 2, gray points are malware binaries downloaded from the
DL server. Pink squares are download dates. Binaries linking
to the square means they are downloaded in that date. In this
case, among 1,202 binaries downloaded in 2017-09-09, only 199
of them were downloaded in 2017-09-10. The figure shows that
malware binaries are indeed frequently updated within a single
download server.

Fig. 2 Relationship of malware binaries and download dates.
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Table 4 Top 10 ASes of C&C Servers per malware family (CPU Arch. MIPS).

Fig. 3 AS transition of top 10 Hajime download servers.

We then analyzed the global distribution of malware download
servers for measurement two. We identified 12,177 unique IP ad-
dresses, distributed across 131 countries and 1,957 ASes. The
right side of Table 3 shows the top 10 ASes of in terms of down-
load servers. Again we used IP2Location to identify AS usage
and the coloring rules are the same. Likewise, the main loca-
tions of download servers were US and European countries and
most of the download servers were using “Data Center/Web Host-
ing/Transit” services. Compared to the first measurement, many
servers were located in AS14061. This address range belongs to
a cloud service provider (Digital Ocean) and we further analyze
these servers in Section 4.6. This finding confirmed prior work
that also found that malware download servers were concentrated
in cloud providers [10], [13].

Hajime downloads its binaries and transmits commands
through its own P2P network of infected devices [16]. In case
of Hajime, which is a P2P botnet, malware binaries were down-
loaded not from particular servers but from other members of the
botnet. Thus, the sources of malware download were mostly end
users of ISP service. We illustrate the monthly AS types transi-
tion of Top 10 Hajime download servers in Fig. 3. Interestingly,
the ratio of Top 10 countries were dramatically varied. For ex-
ample, download servers in AS34400 started from May 2017 and
disappeared August 2017. This result indicates that Hajime’s tar-
gets were continuously changing.

3.3 Command and Control Server
To extract C&C server information, we performed dynamic

analysis in a sandbox environment. We focused on MIPS bi-
naries due to the prevalence of binaries targeting this CPU ar-

chitecture. We executed them in a sandbox environment for five
minutes right after a new malware sample was captured by the
IoT honeypot. We observed its behavior and identified their C&C
server‘s IP addresses. Most of the samples connected to their
C&C server without domain resolution. However, we discovered
that responses from their C&C servers only last for a short period.
After their connection has ended, these binaries kept connecting
to their C&C server. None of the samples tried to connect to an-
other C&C server. This indicates that malware binaries do not
have such robustness in C&C connection.

During measurement one, we identified 650 unique IP ad-
dresses, distributed across 36 countries and 106 ASes. We then
identified C&C servers corresponding to three different malware
families: 543 Bashlite, 41 Mirai, and 12 Tsunami. The left side of
Table 4 shows the AS information of Top 10 C&C servers. The
overall trend is the same as with download servers, most of them
were located in US and European countries, the most AS types
were “Data Center/Web Hosting/Transit”.

In case of measurement two, we identified 2,302 unique IP ad-
dresses, distributed across 41 countries and 165 ASes. We then
observed C&C servers corresponding to the three malware fami-
lies: 137 Bashlite, 2,176 Mirai, and 10 Tsunami. The right side
of Table 4 shows the AS information of Top 10 C&C servers.
It is the same with download servers: most C&C servers were
located in US and European countries, most ASes were “Data
Center/Web Hosting/Transit”, and most servers were located in
AS14061. As in prior work, C&C servers are concentrated in
cloud providers [11], [13].

4. Disposable Botnet Infrastructure

To further understand the botnet infrastructure, we estimate
the update frequency of malware binaries, with their download
servers and C&C servers. We then analyze the connectivity to
their C&C servers. Finally, we investigate their relationships and
summarize how attackers maintain their infrastructure.

4.1 Binary Update Frequency
Among malware binaries captured during measurement one

and two, in this section, we focus on binaries that were targeting
MIPS CPU architecture. We shed light into three famous malware
families: Bashlite, Mirai, and Tsunami (henceforth dataset). Ta-
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Fig. 4 CDF of malware binary lifetime (left), download server lifetime (middle), and C&C server lifetime
(right).

Table 5 Summary of malware binaries, download servers, and C&C servers
(CPU Arch. MIPS).

Measurement one Measurement two
Family #Binaries #DL #C&C #Binaries #DL #C&C
Bashlite 894 402 543 161 117 137

Mirai 192 126 41 4,491 2,422 2,176
Tsunami 12 12 12 17 12 10

Total 1,099 540 596 4,669 2,492 2,244

ble 5 shows the detail of these binaries with the number of down-
load (DL) servers and C&C servers. During measurement one,
hundreds of Bashlite binaries were captured every day. This may
seem that a number of Bashlite botnets are expanding their in-
fection and that the same binaries are continuously downloaded.
However, this may not be the case. We estimated the lifetime of
these malware binaries and took a deep look into how frequent
botnet operators change their infrastructure. We define the life-
time of a binary as the amount of days from the first time it was
seen until the last time it is seen. The left graph of Fig. 4 shows
the empirical CDF of the lifetime of malware binaries. About
80% of the binaries were only seen for less than 3 days and 85%
of the binaries were only seen for less than 5 days.

This evidences that the lifetime of these binaries were short,
indicating that the malware update frequency is high. There were
not significant differences among the different malware families,
i.e, independently of the malware type the binaries were updated
at high frequencies.

Similarly, we estimated the lifetime of the binaries observed
in measurement two. The left graph of Fig. 4 shows the empirical
CDF of their lifetime. The lifetime of these malware families was
also short, which indicates that the malware update frequency has
not much changed during measurement one and two. Compared
to measurement one, the number of Bashlite binaries decreased
while the number of Mirai binaries increased. The trend confirms
prior work [10], [24]. As Mirai‘s source code is based on Bash-
lite, it seems that botnet operators shifted to Mirai.

The facts that the DL periods of these binaries are very short
and that each binary only contains a single C&C domain/IP
as shown in previous subsection suggest that these binaries are
treated as “disposable”. This may be related to the fact that these
binaries are non-persistent and can be removed by rebooting the
infected devices.

4.2 Infrastructure Server Update Frequency
After seeing that the lifetime of the malware binaries is short,

we look into the lifetime of malware download servers and C&C
servers. Using the dataset in Section 4.1, we analyzed the num-
ber of download servers observed among measurement one and
two. Table 5 shows the detail of download (DL) servers during
measurement one. Compared to the number of binaries captured,
the number of download servers were small. This suggests that
different malware binaries are downloaded from the same down-
load server. The middle graph of Fig. 4 shows the empirical CDF
of the uptime of download servers. Although, some download
servers survive for more than 100 days, we can see that most of
the download servers lifetime is short.

We also looked into the number of download servers in mea-
surement two. Compared to the number of binaries captured,
the number of download servers were small. The middle graph
of Fig. 4 shows the empirical CDF of the uptime of download
servers. Although some servers survive a long period, we can see
that most of the download servers lifetime is short, which is con-
sistent with prior work [10]. This also indicates that the update
frequency has not much changed during the measurements.

We now focus on 1,432 download servers from which we could
collect malware binaries for two or more consecutive days. We
calculate the frequency of a download server downloading a new
binary fi as below. Where i represents a specific download server;
Ti is the uptime of a given download server; and Nbinaries(t) is the
number of new malware binaries downloaded at a certain date t.

fi =
Ti

Ti∑

t=1

Nbinaries(t)

As the average frequency of each malware family speed, Mirai
is 4.8 days. That means each download server updates a new
malware binaries in 4.8 days on average. Same for Bashlite is
3.7 days and Tsumani is 0.97 days. On the other hand, out of
the 3,032 overall download servers, 1,600 of them (about 53%)
were seen within a day. Indicating that more than the half of
the download servers were seen only for a short period and were
downloading one type of malware binary.

To analyze the lifetime of C&C servers, we used the dataset
in Section 4.1. We executed these binaries in a sandbox environ-
ment right after a new malware sample was captured by the IoT
honeypot. We abstracted connections to C&C servers and as a
result, we obtained 2,634 IP addresses and 113 domains as C&C
servers. Table 5 shows the detail of C&C servers during measure-
ment one and two. The number of C&C servers are similar to the
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Fig. 5 CDF of C&C server lifetime in measurement three.

number of download servers. In fact, some download servers and
C&C servers had the same IP address. We suggest that some bot-
net operators are using the same machine for both downloading
malware binaries and controlling them. We then estimated the
lifetime of C&C servers. We define the lifetime of a C&C server
as the amount of days from the first time it was seen during the
dynamic analysis, until the last time it was seen from another
binary’s dynamic analysis. In the case of domains, we first ob-
tained all domains from the sandbox analysis. We then abstracted
the corresponding IP addresses from DNSDB [25]. At last, we
checked if the domain or the corresponding IP addresses were
used by the malware binaries during sandbox analysis. The life-
time of this domain is between the first time and last time when
the domain/IP address is used by the analyzed binaries. The right
graph of Fig. 4 shows the empirical CDF of the uptime of C&C
servers. Among both download servers and C&C servers, about
70% of them were active for 5 days or less, and 90% of them were
active for 14 days or less. Although some infrastructure servers
survive for more than 150 days, most servers have only a short
lifetime, which is consistent with prior work [11].

For more long-term analysis, we deployed our IoT honeypot
sensor during a relatively recent time period and collected new
malware binaries from January 1st, 2020 to January 21st, 2021
(henceforth measurement three). We conducted a 5 minute short-
term dynamic analysis for analyzing the lifetime of C&C servers.
We executed 4,376 malware binaries that were targeting CPU ar-
chitecture of MIPS. The analysis was performed after a certain
period of time and not immediately after the binary was collected.
However, because the sandbox environment does not allow ex-
ternal connections except for domain resolution and most of the
captured binaries did not use domains, the influence of this time
delay is limited. This is also expressed in the previous study; only
a very few samples rely on DNS [12]. As a result, the lifetimes of
most of C&C servers were still short. Figure 5 shows the empir-
ical CDF of the uptime of C&C servers. The lifetimes of about
90% C&C servers were less than 5 days and 93% were less than
14 days. During measurement three, the tendency of short life-
time has not changed but the lifetime of C&C servers seems even
shorter.

4.3 C&C Server Connectivity
Besides the lifetimes of malware binaries and their C&C server

are short, we analyze the connectivity to their C&C server.
We abstracted IP addresses and domain names of their C&C
servers by combining both dynamic analysis and static analysis.
From the dynamic analysis result in Section 4.2, more than 80%
(4,725/5,768) of the binaries tried to connect to their C&C server.
We note that only 6% (279/4,725) tried to connect to more than
one C&C servers. Most of the malware binaries were directly
accessing to their C&C servers using IP addresses while, 10%
(475/4,725) tried to connect with domain names. Only 4 bina-
ries used two domains and the rest of the binaries were using a
single domain. Furthermore, we randomly chose 1,443 binaries
from measurement one and analyzed them using the debugging
tool IDA Pro [26]. By checking the disassemble code, we found
that these malware binaries only contained a single IP address for
connecting. Contrary to traditional Windows malware which of-
ten contains multiple C&C server information and uses domains
for their robust control, the observed malware binaries did not
seem to have such robustness in C&C connection.

Seeing these results, we analyzed malware binaries for a rela-
tively long period and investigated their C&C connection. Due to
that the long term malware dynamic analysis occupies the sand-
box system, we only executed 50 malware binaries. Out of the
binaries, 3 of them tried to connect to its C&C server using do-
main names but still all of the samples used only one IP address
to connect to their C&C server. Most of the binaries lost their
C&C connection within 1 or 2 days. The shortest C&C connec-
tion was 30 minutes and the longest C&C connection was 142
hours. Even after the C&C connection was lost, all binaries kept
trying to connect to their C&C server. The binaries that used a
domain for their C&C connection actually looked up the domain
only once, right after they were executed. While traditional Win-
dows malware periodically resolves C&C server domains, these
IoT malware binaries do not seem to have a robust C&C con-
nection. This may be related to the fact that infections for these
malware families are not persistent. Rebooting the infected IoT
devices erases the malware process [20].

In measurement three, out of the binaries, more than 80%
(3,498/4,376) of them tried to connect to their C&C server.
Only 40 (about 0.9%) binaries tried to connect to multiple C&C
servers. On the other hand, about 13% (579/4,376) of the bina-
ries tried to connect to their C&C server with domain names. The
number of unique IP addresses of C&C servers were 1,989, and
the number of unique domains of C&C servers were 129. There-
fore, the amount of malware binaries that tried to connect to more
than one C&C server decreased (6% in measurements one and
two) but the amount of malware binaries that used domain names
to connect to their C&C servers increased (10% in measurements
one and two). We note that three malware binaries were connect-
ing to Tor nodes. Two binaries were connecting to more than 30
IP addresses toward port 9050/tcp and one binary was connecting
to 13 IP addresses towards different tcp ports. This kind of mal-
ware binary was also reported in the prior study [12]. We then
conducted a long-term dynamic analysis against one binary dur-
ing March 17, 2021, to March 22, 2021. Although we filtered out-
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Fig. 6 Amount of C&C per TLD (Oct, 2016 to May, 2019).

going packets, we allowed the communication on port 9050/tcp.
As a result, connections were established with 136 IP addresses,
and communication started with 11 IP addresses. While the short-
est connection was a few seconds, others were a relatively long
time, 120 to 150 seconds. However, these communications were
confirmed only for 1 hour and 30 minutes after the dynamic anal-
ysis started. For the IP addresses with which communication was
established, 113 communications were established for the most
frequent ones, and 18 communications were established for the
least ones. Although the binary was collected in August 2020, it
was still able to connect to their Tor nodes in March 2021.

4.4 Domain Name of Infrastructure Servers
While the majority of the communication between the infected

bots and the C&C servers does not require name resolution, the
results of the dynamic analyses showed that a handful binaries did
use a few domain names to reach their C&C server. We identified
113 domain names for this purpose – 6 of these corresponded to
non-registered domains. We did not see any binary using domains
to contact the download servers.

We further investigate the syntax of these domains to gain in-
sights in the distribution of top-level domains (TLDs). Figure 6
shows the frequency of C&Cs per TLD. Interestingly, 47.8%
of these domains are registered in new gTLDs, while 30.1% in
ccTLDs and 22.1% in gTLDs. .xyz TLD is the largest new
gTLD and thus attractive for abuse [27]. Surprisingly, botmasters
did not hide the purpose of these domains as the own names used
clearly indicated the presence of C&C. That is 62% of the C&C
domain names had cnc, 3% had c2, 2% had cncc as subdomain.
This evidences the disposability of these domains.

In measurement three, similarly to our old data, the majority
of the communication between the infected bots and the C&C
servers does not require name resolution. Still, a handful binaries
did use a few domain names to reach their C&C servers. There-
fore, we further investigated the syntax of these domains. We an-
alyzed TLD of 139 domains used to connect to C&C servers and
found that the number of .xyz TLD were 30, the number of .org
TLD were 22, and the number of.com TLD were 21. Figure 7
shows the frequency of C&Cs per TLD. During measurement
three, there has been no significant change in the tendency for

Fig. 7 Amount of C&C per TLD (Jan, 2020 to Jan, 2021).

TLD of C&C servers. However, the number of domains includ-
ing cnc in their names were only 54 (about 39%), and the num-
ber of domains including c2 in their names were only 1 (about
0.7%). This indicates that domains with clear presence of C&C
have decreased (62% or 2% in measurement one and two) and
that it is becoming more difficult to guess the purpose of using
the domains.

4.5 Botnet Clusters
We now concentrate on how binaries, download servers and

C&C servers are related to each other. Out of the 50,026 malware
binaries collected among measurement one, we abstracted 11,807
binaries that were targeting MIPS and/or MIPSEL CPU architec-
tures. Out of them, we focused on 4,513 binaries that belonged
to malware families of Bashlite, Mirai, and Tsunami. Using the
dynamic analysis result, we clustered binaries that tried to con-
nect to C&C servers along with their download server and C&C
server information. Figure 8 illustrates the relationship between
malware binaries, download servers, and C&C servers. The gray
points are Bashlite binaries, the orange are Mirai binaries, and
the green are Tsunami binaries. Similarly, the red triangles are
the download server IP addresses, the pink triangles are the C&C
server IP addresses, and the blue triangles are IP addresses work-
ing as both malware download server and C&C server.

In Fig. 8, there is a big group on the top left that includes
many Mirai binaries and download servers. This is an artifact
of a dummy C&C server in the original Mirai source code that
the Mirai author left. So the group indicates that there are many
attackers who use the Mirai source code without removing the
dummy server, depicted in the center of the group. Excluding the
biggest group, we are left with much smaller groups with a single
or a few servers. Namely, an IP address is used only for dis-
tributing and/or controlling a handful of binaries, forming many
disconnected small groups in Fig. 8. Although there is not a clear
indicator, we suspect that some of these IP addresses are related
to each other and may be used by the same attacker. We will
discuss this in Section 4.6.

From Fig. 8, we can also see that there are servers that dis-
tribute binaries labelled as different malware families. This indi-
cates that some attackers may be using more than one malware
family, which is possible as source codes of these malware are
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Fig. 8 Relationship of malware binaries, download servers, and C&C servers. Where gray points are
bashlite, orange are Mirai, and green are Tsunami binaries. Similarly, for the IP addresses, red tri-
angles are download server, pink triangles are C&C server, and blue triangles are as both malware
download server and C&C server (Oct, 2016 to Dec, 2017).

already leaked. Furthermore, we can see that many servers work
both as malware download servers and as C&C servers.

New bots are recruited all the time, which execute attacks for a
very brief moment and are then abandoned, only to be discovered
and compromised again shortly later by other bots. These other
bots are then also abandoned. This ongoing cycle basically means
that the whole botnet infrastructure is consistently reconstituted
from scratch. In combination with their aggressive scanning be-
havior, it paints a picture of highly disposable botnets.

Finally, we compare malware binaries to see the evolution in
their binary code. We chose malware binaries collected from Oc-
tober 19th, 2016 to November 12th, 2016 and abstracted 74 mal-
ware binaries which were targeting CPU architecture of MIPS.
We first extracted printable characters from the binaries using
string command. We then manually analyzed each strings us-
ing IDA Pro [26] and created Yara rules. These rules are used
to find malware binaries that have similarity by matching strings
included in the command line, usernames for telnet service, pass-
words for telnet service, user agents, GetBuild, and other major
functions. We grouped these binaries into 14 sets. We then chose
one representative binary from each sets and compared their code
level similarity using plugin of IDA Pro diaphora. We were suc-
cessful to cluster these binaries into 4 sets. Malware binaries in
the same cluster had code level similarity that we assume that the
same botnet operator were using these binaries. Three clusters

were relatively changing their C&C server. We also found that
malware binaries in the same cluster were updating their func-
tionalities. From these results, we suppose that there are botnets
that are actively updating their infrastructure.

4.6 Infrastructure Hotspots
Finally, to better understand their relationship, we dig deeper

into the Autonomous Systems where most of the download
servers and C&C servers are located. We first chose malware bi-
naries which were downloaded from servers in AS 31034, the top
AS to have Mirai and Tsunami C&C servers and the second for
Bashlite C&C servers during measurement one (Table 4). From
these servers, 442 binaries were downloaded. The left graph of
Fig. 9 shows the timeline of these binaries. Each dot is a malware
binary. Most of the binaries were seen only briefly at a specific
time. Although some binaries were seen for a long period. We
also analyzed the timeline of the infrastructure servers. The mid-
dle graph of Fig. 9 illustrates the timeline of download servers and
the right graph of Fig. 9 illustrates the timeline of C&C servers.
Each dot is an infrastructure server. Similar to malware binaries,
most of the them were seen only a few times and never observed
again. The attackers appear to cycle their infrastructure servers
through the IP space of the cloud provider.

We conducted the same analysis for AS23033, another hotspot
for download and C&C servers during measurement one. From
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Fig. 9 Malware Binaries (left), download servers (middle), C&C servers (right) seen in AS 31034 (Oct,
2016 to Dec, 2017).

Fig. 10 Malware binaries (left), download servers (middle), C&C servers (right) seen in AS 14061 (Oct,
2018 to May, 2019).

these servers, 580 malware binaries were downloaded. We found
the same pattern: the binaries and infrastructure servers were seen
briefly and then never observed again.

Although these two ASes were the most observed ones dur-
ing measurement one, we found that many servers were located
in AS 14061 during measurement two. The left graph of Fig. 10
shows the timeline of these binaries. Even though this analysis
was conducted much later, we observe the same patterns. Mal-
ware binaries were seen only a few times. We also analyzed the
timeline of the infrastructure servers. The middle graph of Fig. 10
illustrates the timeline of download servers and the right graph of
Fig. 10 illustrates the timeline of C&C servers. Similar to mal-
ware binaries, most of the infrastructure servers were seen only
a few times and never observed again. Related to the timeline of
the malware binaries, the infrastructure servers were only seen in
a certain period, These results point outs that malware binaries
that were downloaded from the same AS seems to be shifting and
that not much binaries are used at the same time. It can also be
said that download servers in the same AS are not used at the
same time, equally for C&C servers. We speculate that the at-
tackers might be abusing the IP address allocation practices of
cloud providers in order to frequently change the IP addresses of
their servers to avoid simple IP-based blacklisting. Namely, the
cloud provider of AS14061 provides a virtual server with a static
IP address, but the subscriber can change the IP address of the
server by simply creating a new copy of the existing server and
discarding the old one. This can be done very easily using the
snapshot functionality of the cloud provider. It allows attackers
to change IP addresses of their C&C server any time they wish at
very low cost or no cost. If our speculation is correct, the pattern
shown in the timeline of Fig. 10 may indicate that the high count
of IP addresses of the C&C servers in the AS is associated with

just a few customers, or even a single customer. This implies a
small number of threat actors.

As an alternative to bulletproof hosting services [28], which
make their servers as takedown-proof as possible, hosting C&C
servers in cloud providers seems to be an attractive option [29].
Previous work suggests that we can concentrate mitigation efforts
in few networks and penalize infrastructure providers that do not
actively take action against these practices [11]. This might be
true, but it is not clear that the attackers actually depend on these
providers. Since they are all time distributing new binaries with
hard-coded C&C IPs, they could basically set up in any cloud
provider. The fact that they churn through IPs quickly makes
their operations sensitive to how much effort it takes to get a new
IP address. This might provide a pressure point to disrupt them.

In measurement three, we picked up 330 malware binaries col-
lected from August 1st, 2020 to August 23rd, 2020 and found
232 IP addresses as their C&C servers. At first, we analyzed AS
and network type (e.g., cloud services, access networks, etc.) of
IP address of its C&C server. And then, we clarified what kind
of network type they were operating at. From this result, the AS
of many C&C servers existed in cloud service and there has been
no significant change from measurements one and two. Next, we
investigated AS 14061 (DigitalOcean) where C&C servers were
most concentrated and the next concentrated AS 213371 (ABC
Consultancy). The left graph of Fig. 11 shows the timeline of
C&C servers seen in AS 14061 and the right graph of Fig. 11
shows the timeline of C&C servers seen in AS 213371. We found
that the same tendency as before was confirmed. In other words,
the attackers are still operating their attack infrastructure while
frequently changing the address of the C&C server based on the
cloud service. In particular, Digital Ocean has been a base for
several years.
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Fig. 11 C&C Servers (left) seen in AS 14061 and C&C servers (right)
213371 (Aug. 1, 2020 to Aug. 23, 2020).

4.7 Summary
To this end, our main insights are as follows:
• The download periods for the malware binaries are very

short and each binary typically contains only a single hard-
coded IP address or domain. Botmasters that used domains
to reach their C&C servers clearly indicated the presence of
C&C in their domain names. There was no mechanism for
the attackers to migrate the bots to a new C&C server.

• The botnet clusters suggest that operators are not keen about
constructing long-lasting botnets with resilient C&C infras-
tructure, but rather reconstitute their botnets from scratch all
the time, driven by aggressive scanning behavior. The pic-
ture that emerges is that of highly disposable botnets.

• There are a few ASes where a large portion of the C&C
servers are concentrated. Infrastructure servers in such ASes
are not in use at the same time and their address space is
shifting over time. We speculate that the attackers might be
abusing the provisioning mechanisms of cloud providers.

5. Limitations

Our monitoring system presents the common intrinsic limita-
tions of any high-interaction honeypot. Our honeypots present a
full operating system for observing skilled attackers that actually
target specific vulnerabilities. This allows to filter all the noise
created by current scans carried out by researchers and businesses
at the expenses of missing some low-skilled attackers.

Beyond the type of interaction that our honeypot requires, the
geolocation of the sensors might also decrease the amount of cap-
tured attacks. To minimize this impact, we deployed our sensors
in multiple regions in Asia and Europe to increase the visibility
of the honeypot. However, still there might be some IoT malware
that limits its spread to certain regions. Current reports do not
seem to indicate the existence of such malware, but they might
also suffer from this same limitation.

Similarly, the attack surface of our honeypot is limited to the
vulnerable services present in the bare-metal devices. These
cover the great majority of well-known infection vectors used by
IoT malware. However, most advanced attacks such as the 0-Day
RCE Exploit uncovered by the Anglerfish honeypot [30] are not
captured by our monitoring infrastructure. While this represents
a minority of the current attacks, the infrastructure of the botnets
behind these advanced attacks might differ from the botnet fami-
lies presented in this paper.

Finally, the monitoring period of our infrastructure is limited
to 36 months. We believe this period is enough to obtain a com-
prehensive picture of the infrastructure used by these botnets.
However, the rapid evolution of IoT malware requires continu-
ous monitoring to capture the (mis) use of the infrastructure.

6. Related Work

One area of research has focused on the propagation of IoT
malware, as observed via honeypots. IoTPOT [18] observed
telnet-based attacks into three typical steps and show how at-
tackers intrude, infect, and control the target device. Thing-
Pot [31] found that the attackers seemed to start scanning to look
for openings, followed by a more targeted and specific attack via
brute force or fuzzing. SIPHON [32] analyzed traffic and attacks
across different geo-locations which received significantly differ-
ent amounts of connections and traffic. X-POT [33] adapted re-
sponses collected from the host through Internet-wide scan and
observed attacks targeting various IoT devices with integrity. Our
study also used a honeypot system to monitor these attacks. Fur-
thermore, we implemented a high interaction honeypot connected
with a dynamic analysis system to see how malware binaries,
download servers and C&C servers are related to each other to
form the backbone of IoT botnets.

Another area of research has focused on analyzing the aspects
of IoT botnets. Antonakakis et al. [24] presented the growth,
composition and evolution of Mirai botnet. They identified 33
C&C clusters that shared no infrastructure and estimated their
relative size. Some botnets were upgrading from IP-based to
domain-based C&C connections to avoid detection. At least 17%
of the C&C domains were expired and re-registered before be-
ing used. Vervier et al. [10] combined low and high interaction
honeypots to take a look at how IoT device are compromised.
They investigated several IoT malware families and described
that most binaries were only distributed for a single day. More-
over, they discovered that malware download servers IP addresses
only appeared for a short time period and then disposed. Al-
rawi et al. [12] studied the lifecycle of IoT malware using a large-
scale dataset. They examined more than 138 k malware samples
and stated that IoT malware rely mostly on hard-coded IP ad-
dresses for C&C call-back. Bastos et al. [11] analyzed Bashlite
and Mirai’s C&C servers using honeypots, dynamic and static
analysis, and active clients. It has been shown that the lifetime
of C&C servers were short, most of them were seen only for a
few days, and that 84% of them were hosted in cloud providers.
Artur et al. [13] deployed low interaction honeypots and monitors
that connect to C&C servers. They found that malware down-
load servers and C&C servers of Bashlite and Mirai were concen-
trated in few ASes, mainly hosted on cloud providers. Stephen
et al. [16] measured the size of Hajime botnet and revealed that
they had a particularly heavy concentration in a small number
of countries, 52.5% in Brazil. They identified that Hajime had
a high churn among IoT devices that, mostly their lifetime were
less than 5 hours. Our research builds on these works and presents
a longer-term study. First, we add the analysis of how malware
binaries connect to their C&C servers and how attackers update
their binaries or C&C server information. Second, we investigate
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how binaries, download servers and C&C servers are related to
each other. Finally, we look into how they evolve over time and
how attackers source their IP addresses.

7. Conclusion

We designed a honeypot system for monitoring the evolution
and characteristics of IoT botnet infrastructure. Over the course
of 36 months , we collected 64,260 IoT malware binaries and data
on 35,494 download servers and 4,736 C&C servers. We then an-
alyzed the botnet infrastructure of Bashlite, Mirai, and Tsunami
from October 2016 to December 2017 and October 2018 to May
2019. Malware binaries were distributed only briefly, typically
for less than five days. We analyzed their connectivity to the C&C
and revealed that most of these binaries only contained a single
hard-coded C&C IP address or, in 10% of the cases, a domain.
The information for the download servers is also hard-coded into
the binary. The download and C&C servers were located in cloud
providers. The servers were only available for a short time, typ-
ically less than 5 days. The long-term dynamic analysis showed
that the C&C server made no attempts to update the binary with
a newer version or with refreshed information on C&C or down-
load servers. Once the binary no longer received a response from
the server, it had no way of re-establishing a connection to the
botnet. There were a few ASes where a large portion of the botnet
infrastructure was concentrated. These C&C servers were typi-
cally used sequentially, rather than in parallel. So the perceived
concentration is not so much the density of C&C, but one or a few
servers that are moving through the address space of the provider.
Although malware binaries that use domain names to connect
to their C&C servers increased in 2020, the C&C servers them-
selves were still short-lived and the tendency has not changed for
years. Moreover, the same cloud providers were abused and yet
had been a base for several years.

In sum, our analysis reveals a very clear pattern: most bots are
abandoned by the attackers within a few days. Even though the
abandoned bots do continue to scan aggressively for vulnerable
hosts, after a few days they cannot capture new hosts for the bot-
net anymore, since the download server where they attempt to get
the binary is no longer available at the hard-coded IP address. All
in all, attackers treat IoT botnets as wholly disposable. The botnet
population and the associated C&C and download infrastructure
is reconstituted again and again. This pattern has been going on
for five years now and shows no sign of changing.

Compared to Windows botnets, it is easy to see the architecture
of IoT botnets as primitive, or even amateuristic, but that seems
to overlook the fact that their disposable nature makes them very
resistant to blacklisting or takedown of C&C servers. As they
are being reconstituted again and again, for more than three years
now, it seems that the only effective countermeasure is to either
identify and apprehend the criminals, or to remediate the enor-
mous population of vulnerable devices. Both of these tasks are
not impossible—criminals have been arrested [34] and consumers
have been remediating their devices [20]. This progress has not
been enough, however, to really change the landscape of IoT bot-
nets.
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