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Abstract: Chatbots have become a new focus on human-computer interaction (HCI) and are already widely used in some 
services like booking assistants and customer services. The development of natural language processing (NLP) techniques 
enables chatbots to understand users' intent correctly and respond human-likely, leading to their fulfillment to more 
complicated tasks like interviews. This research built a sentiment-aware chatbot providing users a more engaging 
conversational experience while detecting users' MBTI personality type from input text. This research use language model 
BERT to extract features and generate sentence-level embeddings of raw text. Compared to traditional methods of training 
machine learning algorithms with psychological lexicons, this method significantly improved overall accuracy. 
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1. Introduction     

Chatbots have become a new focus in HCI due to their ability to 
handle more flexible and complicated situations with natural 
language. Many previous studies have shown that chatbot is an 
efficient tool to collect high-quality, distinct, self-disclosure user 
responses. A wide range of applications, including e-commerce, 
clinic, tourism, is applying chatbots to collect data and release 
humans from tedious work. However, traditional chatbots only 
focus on fulfilling tasks like setting reminders or asking specific 
questions. Modern chatbots aim to realize human-like 
conversations by giving them human characteristics, creating 
static profile images, and enhancing conversational skills. 
Researchers have made a great effort to keep users in a 
conversation with chatbots. Specifically, Xiao [1] enables 
chatbots with a subset of active listening skills – the ability to 
comprehend users' input and respond appropriately. Lee [2] 
implements and evaluates a chatbot having self-disclosure 
features when it performs small talk with people. Li [3] 
investigates how the personality of chatbots influences users' 
behaviors during an interview. With those techniques, modern AI 
chatbots can attract users' interests and keep them in the 
conversation. Because the more users talk, the more information 
chatbots can obtain. That is why using modern AI chatbots for 
more complicated tasks, such as interviewing and further 
computing users' personalities with deep learning-based 
personality detection models, is worth studying. 
Ability to identify people's personalities has always been of 

great interest to researchers due to its importance. Psychology 
regards personality as one of the most persuasive research topics 
because it refers to individual differences in characteristic 
patterns of thinking, feeling, and behaving. It is significant to 
predict and describe an individual's behaviors and daily life 
activities [4]. The sources and methods of predicting personality 
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models have changed considerably over time. 
The most widely-used models to describe people's personalities 

are the Big 5 [5] and MBTI [6] the Big 5 describes personality in 
five traits: Openness, Conscientiousness, Extraversion, 
Agreeableness, Neuroticism, and will give a tendency of each 
trait. Compared to the Big 5, MBTI is a type model with broader 
applications in business [7]. MBTI is composed of a binary 
combination of four emotion dimensions:  Extraversion (E) or 
Introversion (I), Sensing (S) or Intuition (N), Thinking (T) or 
Feeling (F), Judging (J) or Perceiving (P), leading to sixteen 
distinct personality types (fig1). 
 

 

Fig1: The four MBTI pairs 
 

The traditional way to get a personality model is by finishing a 
questionnaire containing a set of behavioral questions. Trained 
psychologists made a great effort to set questions to reveal 
aspects of an individual's character or psychological makeup, but 
such a method is usually costly, laborious, and error-prone. The 
intrinsic drawbacks of using the questionnaire make researchers 
exploit other methods. Some techniques have made progress in 
detecting personality with various data sources with a certain 
degree of accuracy. For example, some researchers have tried to 
approach the problem of personality recognition through some 
non-linguistic cues, such as face recognition [8] [9], signature, 
handwriting recognition [10]; speech acts [11], smartphone data 
[12]; and so on. Another group of researchers focused more on 
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linguistic cues, like conversations, text, blogs from social media 
[13], fine emotion features extracted from essays [14]. 
Among those results, linguistic cues received more attention 

because people's words reflect who they are, and language has 
long been considered to have a profound correlation to 
personality traits [15] From the psycholinguistic perspective, it 
has been shown that different styles in language usage 
characterize each personality dimension. For example, extrovert 
people use more positive emotion words and less formal language 
than introvert people [16] [17]. There are two main methods for 
personality detection--using psychological lexicons with machine 
learning algorithms or training deep learning-based models with 
state-of-the-art natural language processing techniques. Since 
social media is becoming an increasingly significant role in our 
lives, providing massive corpora in a short time. Volume and 
linguistic naturalness make social media data a good fit for 
personality detection models. Section 2 will discuss how the two 
main approaches mentioned above use social media for 
personality detection [18] [19] [20]. 
Many companies conduct a personality test when interviewing 

candidates, but a chatbot could do this repetitive and bias-prone 
task. Little research focuses on building sentiment-aware chatbots 
to fulfill this complicated task. This paper will introduce how to 
build a sentiment-aware chatbot that can detect users' MBTI 
personality types by realizing two things: 
l Train a deep learning-based personality detection model to 

obtain better accuracy. 
l Build an interview chatbot that provides users engaging 

conversational experiences while analyzing their 
personality type with the trained model. 

2. Related Work 

2.1 Personality detection from text 
Personality Detection with Psychological Lexicons 
Exploration of the relationship between the use of language and 

personality identification dates back to the end of the 20th 
century. Based on the assumption of language psychology, the 
words use choices of people reflect who they are. In the 
beginning, many remarkable studies focused on personality 
detection using psychological lexicons. Pennebaker et al. 
developed a linguistic inquiry and word count (LIWC) [21] 
method, categorizing the words into 81 psychologically relevant 
categories. Then, counting the word use of each category will get 
the Big 5 personality traits. With LIWC constructed, Golbeck et 
al. used Twitter data to calculate the Pearson correlation values 
between language feature scores and personality traits scores, 
then applied machine learning algorithms - ZeroR and Gaussian 
Processes - to predict personality values [22]. 
Similarly, Yin et al. studied the relationship between negative 

textual information and Big Five personality traits [23]. They 
found that user interaction with Weibo for certain personality 
traits helps predict the spread of negative Weibo messages. Since 
language use is unpredictable on social media, others also 
mentioned that interpreting the results requires a tremendous 
psychological language background. To solve that, Poria et al. 
pointed out that using common sense knowledge with affective 

and sentiment information improves the accuracy of the existing 
frameworks [24] They used SenticNet [25], a popular tool to 
extract common sense knowledge and the associated sentiment 
polarity from the text, leading to an accuracy improvement on 
personality detection. 
 

 
Fig2: Personality detection with psychological lexicons 

 
Personality Detection with Deep Learning Approach 
Using psychological lexicons has some inevitable drawbacks, 

such as the size of LIWC cannot be large enough to cover all the 
words. Automatic personality prediction has become a widely 
discussed topic for researchers in the NLP community. NLP is a 
field of linguistics machine learning focused on understanding 
everything related to human language. NLP tasks include 
classifying whole sentences, generating text content, extracting 
an answer from a text requiring models to understand the context 
instead of single words. The breakthrough of word embeddings 
has encapsulated more information in a vector, making it possible 
for machines to understand ambiguous natural language more 
deeply. 
Moreover, social media is becoming an increasingly significant 

role in our lives, especially during this pandemic when people are 
hard to meet in person. Giant social media platforms, like 
Facebook, Twitter, or Weibo, users tend to reveal more 
information about their daily lives in linguistic or non-linguistic 
ways, providing massive corpora in a short time. Substantial 
social media data has become an excellent data source for 
building recommender systems or community detection. Further, 
previous studies have shown that people on Facebook and other 
social networks barely lie to reach impression management (IM) 
but rather stretch the truth. Training deep learning models on 
sizeable natural language social media datasets is worth trying to 
improve personality detection accuracy. 
Transformers 
Existing personality detection models attempted to use deep 

learning and open vocabulary feature extraction to improve 
classification accuracy [26]. However, since the pre-defined 
corpus is limited in size, the number of extracted contextual 
features is relatively small. To address the issue mentioned above, 
applying pre-trained language models like Bidirectional Encoder 
from Transformer (BERT), which enables models to generate 
more complex word characteristics to compare word semantics, is 
a good solution. BERT is a way of learning text representations 
with the encoder part of the Transformer. As the name says, 
BERT uses only the Transformer model's encoder, suiting for 
tasks requiring an in-depth and comprehensive understanding of 
the complete sentence. 
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Fig3: Pretraining and fine-tuning 

 
The Transformer is an architecture that significantly uses 

attention [27] to improve deep learning NLP translation models' 
performance. It quickly became a leading architecture for most 
text data applications. Numerous projects, including Google's 
BERT and OpenAI's GPT series, have built on this foundation 
and published performance results as language models. They 
have been trained on a massive dataset in a self-supervised way 
and then developed a statistical understanding of the language 
they have been trained on but are unfamiliar with a specific task. 
Based on that, the original pre-trained models can go through a 
transfer learning process, where the model can be fine-tuned in a 
supervised way. Fig3 shows the characteristics of pretraining and 
fine-tuning. Based on the previous studies, this research will use 
linguistic data from social media, apply BERT models for the 
sentence-level embedding and then build the classification with a 
multi-layer perceptron (MLP) or SVM. 

2.2 Chatbot as a novel data collector 
In traditional personality assessment, self-report questionnaires 

on the web survey are crucial to discover latent traits of people. 
However, In a web survey, users can easily hide their true 
feelings by selecting different buttons. Even if users are truthful 
to the questionnaire, other surveys have multiple scale options, 
and people also turn to scale things in various ways. The 
drawbacks of web surveys usually lead to unreliable and 
inaccurate user responses. On the other hand, studies show that 
chatbots are an excellent platform for eliciting high-quality 
distinct and self-disclosure user responses [28] [29]. 
Further, the chatbot market is growing astonishingly, from 4.2 

billion dollars in 2019 to 15.7 billion dollars by 2024. A wide 
range of applications, including e-commerce, clinic, tourism, is 
applying chatbots to collect data and release humans from tedious 
work. Giant companies like Google, Microsoft, and Facebook 
have built chatbot platforms, making it easy for developers to 
design  chatbots for special needs. 
Some studies in NLP have been focusing on building 

emotionally-aware chatbots to provide users with an engaging 
conversation experience. Pamungkas concluded some 
state-of-the-art EACs, proving that adding emotional information 
can contribute to a more positive interaction between machines 
and humans [30]. Many efforts were made to build large and 
complicated sequence to sequence models, leading to improved 
accuracy of individual tasks, but hard to adapt or reproduce in 
other projects. It remains challenging to build EAC because of 
the uncertainty of conversation flow and the lack of 
emotion-labeled datasets that focus on specific tasks. 

3. Approach 

3.1 Training deep-learning-based personality detection 

model 
The Kaggle Personality Dataset 
Datasets containing personality types are sporadic. The Kaggle 

personality dataset is one of few datasets containing both social 
media raw text and MBTI labels. It is consists of 8,675 records of 
users' information from the PersonalityCafe forum. Each record 
contains: Type: The user's MBTI personality type. Posts: The last 
50 posts an individual posts on the website (separated by "|||"). 
Fig4 gives a general distribution of each personality type, and 

the dataset contains a severe imbalance problem. Also, the 
imbalanced distribution reveals that people with personality type 
"IN" tend to express their feelings and ideas online, but the "ES" 
type of people enjoying the real-world social. It also depicts the 
words per post of each personality type, and it seems to fluctuate 
between 25 to 30 for most of the classes. It gives an insight into 
how many words the chatbot should collect to make a personality 
prediction. 
 

 
Fig4: Words per post for each personality type 

 
The goal of the personality prediction model is to input raw 

texts of a person and output the MBTI personality type of that 
person. To realize it, it requires training four classifiers (I-E, N-S, 
T-F, P-J) to predict the tendency of each dimension, and the 
combination of the predicting result of each classifier contributes 
to the final personality type. 
Training Flow 
Multiple language models exist, such as BERT, Albert, and 

Robert, but the performance varies a little [31]. Hence, this 
research only applies BERT-base and BERT-large to extract 
language features and generate sentence-level embeddings. Fig 5 
gives an overall look at the training process. 
 

 

Fig5: Training flow 
 
Preprocessing 
Posts collected online are in irregular format, and it may be 

difficult for the machine to process, so some steps are necessary 
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before modeling. Fig6 and fig7 show the comparison before and 
after preprocessing. The preprocessing procedure includes： 
 
l Remove URLs and "|||" between posts. 
l Put every word lowercase. 
l Lemmatize each word. 
l Remove MBTI profile strings. 

 
 Word clouds are generated for data visualization to understand 
better what specific words each personality dimension prefers. 
Words for each indicator were from the posts with the most 
extreme class probability (500 for each binary class). Some 
words shared between both types of a given dimension are 
removed to exploit particular word uses of different MBTI types. 
Fig8 illustrates the generated word clouds, where the size of each 
word is proportional to its appearance frequency in the 
corresponding extracted posts. It reveals the correlation of unique 
language use of each dimension and personality traits. 
 

 

Fig6: Before preprocessing 
 

 
Fig7: After preprocessing 

 

      

 (a)E                        (b)I 

      

         (c)S                        (d)N 

      

   (e)T                        (f)F 

       
          (g)J                         (h)P 
Fig8: A Word cloud visualization of the most prevalently used by 
specific classes of each personality dimension.  
 
Posts of users after preprocessing step are ready to generate 

vector representations to feed into language models. First, extract 
features of the preprocessed text by passing it through BERT-base 
or BERT-large, storing the training features in a pickle file. This 
experiment chooses sentence-level embedding (CLS). As shown 
in fig10, BERT-base takes 12 hidden layers, each having 768 
dimensions, while BERT-large uses 24 layers with 1024 
dimensions. Since extraction is the most computationally 
expensive section, training was done on Colab's Tesla K80 GPU. 
Then, finetuning the model with multi-layer perceptron (MLP) or 
simple machine learning algorithms like SVM. Finally, use Adam 
optimizer with a binary cross-entropy loss function for each 
indicator. 
 

 
Fig9: The structure of training model 

 
Fig9 gives an overall look at the architecture of the training 

model, and fig10 adds some details of generating sentence-level 
embeddings. Fig11 gives a visualization of the BERT encoder on 
input text, from which the weight of each attention head is shown 
in different colors. 

 

 
Fig10: Training detail 
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Fig11: Multi-head attention visualization 
 

3.2 Sentiment-aware interview chatbot 
Building a well functional chatbot requires interactions of 

several parts. The following are some terminologies for building 
a chatbot: 
l Natural Language Understanding (NLU): a process by 

which a conversational agent understands meaning from 
text and represents it to allow computation. 

l Intents: in a given message, a user is trying to convey or 
accomplish (e.g., greeting, specifying a location). 

l Slots:  a  means to fulfill a request, storing information 
as key-value to track information for a conversation. 

l State Tracker: an NLU component that keeps tracking all 
the information over multiple terms of dialogue. 

l Dialog Policies: a set of algorithms to predict the best 
following action for the conversational agent to take from 
the state tracker. 

This project uses the Rasa framework [32] to design 
conversation flows and customize chatbot actions to enable the 
interview chatbot to ask users questions and store received 
answers. One of the difficulties of building up the interview 
chatbot is splitting the intent training dataset so that the users' 
intent inferred during conversation will not conflict. To avoid the 
mentioned problem, this research carefully divides users' input 
into more than ten possible intents, including greeting, inform, 
chitchat, and so on. Also, the chatbot will ask more than ten 
psychologically meaningful questions, and users' natural 
language answers will be stored in slots, helping the chatbot keep 
track of the conversation flow. For example, fig12(c) shows the 
interaction between different modules. For each input text, NLU 
detects users' intent and extracts necessary entities. The dialog 
management module will check intent and extracted entities, 
usually stored in a slot, to decide the next action. 
 

 
Fig12: (a) shows interactions between different modules; (b) 
shows how to add customized sentiment analysis function into 
dialog; (c) shows sentiment prediction of the NLU module. 

 
The biggest challenge in building a chatbot is building a 

humanizing machine to improve user engagement. However, 
there is still little work focusing on emotionally aware chatbots. 
This research attempts to make the chatbot detect users' sentiment 
correctly and react to it. Specifically,  the chatbot can achieve 
sentiment-aware with customized functions with NLTK Vader 
[33] model. For each input interview answer, the model will give 
a prediction value of text, pos or neg or neu, which will be stored 
in a slot. Fig12 shows how the chatbot reacts by the sentiment 
value before asking the following interview question. For each 
input text, the customized sentiment analysis model of NLU will 
predict sentiment with confidence, storing it as an entity and 
providing information for the dialog management module. So far, 
the designed chatbot can conduct an interview, ask interview 
questions in order, handle some unexpected situations, store 
users' responses, as shown in fig13(a) and fig13(b). 
 

  
(a)                      (b) 

Fig13: Basic functions of the interview chatbot, including ask 
questions (a) and detect chitchat (b) and get users back to the 
conversation. 
 

4. Results and Discussion 
Experiment 
Experiment settings include the following steps: 
l Extract language features of each preprocessed text ( a 

users' 50 posts on social media) with language models 
BERT-base or BERT-large. As mentioned in section 3.1, 
hyperparameters settings of BERT-base are 768 hidden 
layer dimensions and 12 layers of attention, and that of 
BERT-large is 1024 hidden layer dimensions and 24 layers 
of attention. 

l Use extracted language features to train models for each 
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personality trait (I-E, N-S, T-F, P-J) by applying a 10-fold 
cross-validation method. Because the dataset is 
imbalanced, this experiment uses stratified k-fold 
cross-validation to split the dataset into train and test sets. 

l The accuracy of the MLP training model is obtained by 
minimum binary cross-entropy through 10 epochs, and the 
accuracy of the SVM model is obtained by running the 
classification algorithm SVM on split sets. 

 
The model achieved good accuracy on the Kaggle datasets. As 

Table1 shows, as expected, language model-based approaches far 
outperform the traditional method of using psychological 
lexicons with machine learning algorithms. BERT-large + MLP 
achieved the best accuracy on four indicators, but the P-J model 
remains a poor performance. The imbalance of the data set may 
be the reason, and further reasons should be discussed. 
 

 
Table1: Results (accuracy %) 

 
Chatbot Deployment 
The interview chatbot is deployed on the web using Rasa X. It is 

a handy tool for conversation-driven development. Since the 
number of visits will not be very high, the selection server will be 
started locally, and through Ngrok, users can access the chatbot 
deployed on the web. As shown in fig14, we can easily see the 
dialogue flow and value changes at each step. 
 Every time a user inputs a message, the chatbot will calculate 

the most likely intent of the input text while extracting or 
calculating possible entities. The dialogue flow, consisting of 
intents and actions, can be seen on the upper right cube, and 
different slot values are shown on the lower right cube. Besides 
viewing each user's conversation, we can also annotate the user's 
input, enriching the examples of each intent. This platform can 
help developers collect unexpected user inputs to efficiently 
design and tune models.   
Discussion 
Compared to training machine learning algorithms with 

psychological lexicons, using language models like BERT for 
personality detection improves the overall accuracy to a great 
extent. However, the J-P indicator remains at low accuracy. 
Stajner and Yenikent [34] have experimented by asking a 
computational linguist and a psychologist to rate their certainty 
on each MBTI dimension based on users' posts. The annotator 
with the psychology background focused more on the user's 
overall impression. In contrast, the other annotator focused more 
on the linguistic clues, the content words, and the style. 
According to the result, J-P and S-N were the two dimensions for 

which the annotators did not find any signal in many instances, 
meaning that purely text is hard to detect people's personalities on 
those dimensions. 
 

 
Fig14: Deploy the interview chatbot on web with interactive 
learning 
 
On the other hand, since emotional words correlate with certain 

personality traits, it is worth applying sentiment analysis to text 
and embedding sentence-level vectors. For example, The 
SenticNet5 [35] dictionary can effectively extract certain words' 
emotional tendency (positive/negative) and give the 
corresponding polarity score between -1 to 1. Concatenating the 
emotional score to extracted BERT features might lead to better 
accuracy. 
As for the sentiment-aware chatbot, the pre-trained model Vader 

performs poorly when making sentiment predictions for long 
sentences. Hugging Face also provides a sentiment analysis 
pipeline trained on massive datasets, providing a better accuracy 
on longer sentences. Future work can also connect this module 
with the currently built chatbot to detect and react to user input 
better.  

5. Conclusion 
Combining personality computing models and chatbots is 

relatively new, and it requires knowledge from both natural 
language processing (NLP) and human-computer interaction 
(HCI). Designing chatbots is very interesting but also requires 
tremendous prior knowledge and experience. According to 
previous research, sentiment-aware chatbots can significantly 
improve users' interaction experience, but it is rather challenging 
to ensure chatbots can react to sentiment while maintaining the 
conversation. Also, personality detection from text has drawn 
much attention due to the importance of personality and the 
emerging raw text on social media. Language models like BERT 
have improved detection models' performance significantly. 
Using technology to assist with personality analysis is very 
meaningful, but some discussions remain necessary to take. 
Future work will enable the chatbot to detect not only 

sentiments but also more complex emotions (tired, busy, etc.) and 
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give more human-like responses. Afterward, experiments will be 
conducted to allow more users to chat with the chatbot and give 
out specific comments. Evaluation of chatbots, both subjective 
and objective, will also be better studied and designed out. 
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