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Presentation Abstract

Performance Optimizations of Machine Learning Pre-Processing
Written in Pandas Data Anlytics Library
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In machine learning, researchers and developers have been optimizing the performance of machine-learning
models such as loggistic regression by using hardware accelerators such as GPU. However, data pre-processing
was not the main forcus of the performance optimization even though it is very important to improve the
inferencing accuracy of machine-learning models. This presentation proposes a method to optimize the per-
formance of the data pre-processing code witten in Pandas which is a data analytics library. Pandas has
been widely used by many data scientists due to its useful data anlytics APIs. However, Pandas is not so fast
because it is written in Python which has type checking overhead and serializes the execution. Our proposed
method aims to improve the performance of data pre-processing by converting the data pre-processing code
written in Pandas into an ONNX graph, which is a standard formant to represent machine-learning models,
and then running the graph on other high-performance machine learning platforms such as Tensorflow. This
presentation overviews our tool to covert the Pandas code into an ONNX graph, and then show how the
performance of data pre-processing is improved.

This is the abstract of an unrefereed presentation, and it
should not preclude subsequent publication.
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