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#### Abstract

Unbalanced Oil and Vinegar signature scheme (UOV), proposed in 1999, is one of the most famous multivariate signature schemes that are secure until now. Simple Matrix Scheme is a multivariate encryption scheme constructed by using matrix multiplication. As a drawback, it has an unneglectable decryption error rate. In our research, we adopt the trapdoor design of UOV and Simple Matrix and extend their ideas to create a new family of signature schemes. This new family utilizes polynomial matrix multiplication to construct a trapdoor, just like in the Simple Matrix. However, unlike conventional multivariate signature schemes, the central map of our new construction can be easily generalized to more complex maps instead of quadratic maps. Moreover, our new construction has a great resistance against existing attacks on multivariate cryptography, and we estimate secure parameters for a simple signature scheme which belongs to our proposed signature family by considering these attacks.
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## 1. Introduction

### 1.1 Research Background

RSA and ECC are known to be long-lived public key cryptosystems and have been put into application for many years. However, Peter Shor[16] proposed efficient algorithms for integer factorization and computing discrete logarithms in 1994, which raised great concern about current cryptographical technologies. The Nation Institute of Standards and Technology (NIST) published a list of candidates[2] for cryptosystems that are resistant against quantum computers (Post-Quantum Cryptography), which drew a great deal of attention in the field of cryptography. Therefore, it is urgent to explore more directions to prevent attacks on quantum computers. Among many candidates for PostQuantum Cryptography, Multivariate Public Key Cryptosystem (MPKC) is considered to be a good candidate and it has great potential to build cryptosystems for future use.

MPKC uses a set of multivariate quadratic polynomials as its public key, and its security comes from the hardness of solving the multivariate quadratic (MQ)[19] problem, which is proved to be NP-complete. Since the first MPKC, Matsumoto-Imai (MI)[13] scheme was proposed, many researchers have been trying to find more ways for constructing random-like multivariate quadratic polynomials to use on MPKC. So far, there have been proposed many multi-

[^0]variate encryption schemes such as HFE[14], Simple Matrix scheme[18], SRP[20], EFC[17], HFERP[11], and multivariate signature schemes such as UOV[12], SFLASH[15], HFEv-[14], Rainbow[6]. However, many of them could not withstand cryptanalysis such as algebraic attack, linearization attack, differential attack, rank attack, etc.

Among those signature schemes, UOV signature scheme[12] is still proven to be secure under many cryptoanalysis. While UOV requires large public key size to maintain its security, it has few application scenes for practical use. On the other hand, Simple Matrix encryption scheme has an ingenious design of structure of public key, but the decryption failure limits its practicality. To overcome the problems in UOV signature scheme, researchers have brought many thoughts such as a MPKC signature scheme based on block matrices multiplication.

### 1.2 Our Contribution

In our research, we extract the essential idea of construction of trapdoor in UOV and apply it to polynomial matrix multiplication which is similar to the structure of Simple Matrix signature scheme. Such improved multivariate signature scheme is more flexible and shows great resistance of current attacks. More precisely, we especially compute the complexity of direct attack[3] and minrank attack[10] algorithms. From experiment results, the computation complexity are respectively $\mathcal{O}\left(\binom{3 s^{2}}{s^{2}+1}^{\omega}\right)$ and $\mathcal{O}\left(q^{4 s-2} s^{6}\right)$ which will be discussed in Section 5 .

Meanwhile, this new signature scheme utilizes the structure of polynomial matrix multiplication without concern of decryption failure and we call it Simple Matrix signature scheme. In practical implementation, this Simple Matrix signature scheme[18] has small public key and signature size. For example, to achieve128-bit security level, the public key only costs around 31 kB of storage. In fact, even we change the central map enumerated in Section 3, the public key size will not change a lot which means this signature scheme could be applied into different situations.
This paper is organized as follows. In section 2, we will provide some backgrounds of Multivariate Public Key Cryptography and introduce some typical schemes. In section 3, we will focus on the construction of our new signature scheme. In section 4, we pick some currently popular attacks and make an analysis of security of this new signature scheme.

## 2. Preliminaries

In this section, we will provide some basic concepts and constructions of multivariate public key cryptography. Besides, as representatives, unbalanced oil and vinegar signature scheme and simple matrix encryption scheme will be described in the following.

### 2.1 Multivariate Public Key Cryptography (MPKC)

Based on the hardness of solving MQ problem[19], MPKC includes many splendid schemes using various trapdoors. The basic structure of a MPKC scheme will be described in this section.

We start our construction from a finite field with $q$ elements denoted by $\mathbb{F}_{q}$. Let $n, m$ be two positive integers and $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{F}_{q}^{n}$ be a vector with $n$ variables. The function of public key in MPKC generally can be written as the composites of three maps:

$$
P(\mathbf{x})=T \circ F \circ S(\mathbf{x}) .
$$

The maps $T: \mathbb{F}_{q}^{m} \rightarrow \mathbb{F}_{q}^{m}$ and $S: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{n}$ are invertible linear functions while the map $F: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{m}$ is a quadratic polynomial function. Especially, we name the map $T$ as the outer affine transformation and the map $S$ as the inner affine transformation. Moreover, the pre-image of map $F$ usually can be easily solved out and we call it the central map in MPKC.
After previous construction, the public key of MPKC consists two parts: the multiplication and addition in finite field $\mathbb{F}_{q}$ and the quadratic map $P$. As an user, the secret key consists three maps: $T, F, S$. To deliver a message or sign a document, the encryption scheme and signature scheme of MPKC are described as follow:

## Encryption scheme:

Encrypt: Given a message $\mathbf{m} \in \mathbb{F}_{q}^{n}$, compute $\mathbf{c}=P(\mathbf{m})$ as the corresponding cipher text.
Decrypt: For a cipher text $\mathbf{c} \in \mathbb{F}_{q}^{m}$, compute $\mathbf{m} /=$
$S^{-1}\left(F^{-1}\left(T^{-1}(\mathbf{m})\right)\right)$ as a decryption result.

## Signature scheme:

Sign: To sign a document $\mathbf{m}$, we perform three steps:

- Step 1: Compute $\mathbf{y}=T^{-1}$ (m)
- Step 2: Find out a solution $\mathbf{x}$ of quadratic equation $F(\mathbf{x})=\mathbf{y}$
- Step 3: Compute $\mathbf{s}=S^{-1}(\mathbf{x})$ as a signature of $\mathbf{m}$

Verify: To verify the signature $\mathbf{s}$ whether matches the message $\mathbf{m}$, check the correctness of equation $\mathbf{s}=P(\mathbf{m})$.

### 2.2 Unbalanced Oil and Vinegar signature scheme(UOV)[12]

As a representative of MPKC signature scheme, UOV remains secure after many attacks. However, the public key size of UOV is quite large which is a concern for practical use. The construction of UOV defines as follows.

Let $o, v$ be positive integers and $n=o+v$. In UOV signature scheme, the first $v$ variables are called vinegar variables and the rest part are called oil variables. The central map in UOV could be written as

$$
F=\left(f_{1}, \ldots, f_{o}\right)
$$

where each function $f_{l}, l \in\{1, \ldots, o\}$ is a quadratic polynomial with the following construction:

$$
f_{l}=\sum_{i=1}^{v} \sum_{j=1}^{v} a_{i j}^{l} x_{i} x_{j}+\sum_{i=1}^{v} \sum_{j=1}^{o} b_{i j}^{l} x_{i} x_{j+v}+\alpha\left(x_{1}, \ldots, x_{n}\right) .
$$

and $\alpha\left(x_{1}, \ldots, x_{n}\right)$ is a linear function of $\left(x_{1}, \ldots, x_{n}\right)$. Obviously each function in $f_{l}$ does not contain quadratic terms of oil variables which implies the central map is a linear function of oil variables if vinegar variables are fixed. The public key of UOV is a composition of central map $F$ and inner affine transformation $S$ namely

$$
P=F \circ S
$$

In this case, adding outer affine transformation or not does not effect its security level. Therefore, the signature generation process can be reduced into following two steps:
(1) Randomly choose values of vinegar variables denoted by $\left(\tilde{x}_{1}, \ldots, \tilde{x}_{v}\right)$. For a given message $\mathbf{m}$, solve linear equation group

$$
\mathbf{m}=F\left(\tilde{x}_{1}, \ldots, \tilde{x}_{v}, x_{v+1}, \ldots, x_{n}\right)
$$

Mark the solution as $\left(\tilde{x}_{v+1}, \ldots, \tilde{x}_{n}\right)$.
(2) Compute $\mathbf{s}=S^{-1}\left(\tilde{x}_{1}, \ldots, \tilde{x}_{n}\right)$ as a signature of message $\mathbf{m}$.

### 2.3 Simple Matrix encryption scheme(ABC)[18]

ABC encryption is a MPKC encryption scheme using polynomial matrix multiplications. Until now, there are few attacks could break ABC encryption scheme, but the decryption failure obstructs practical applications which is
unneglectable especially using small parameters.
In ABC encryption scheme, we define a positive integer $s$ and let $n=s^{2}, m=2 s^{2}$. In order to construct a central map, there are three matrices needed to be claimed. Let $s \times s$ square matrix $A$ be:

$$
A=\left(\begin{array}{ccc}
x_{1} & \cdots & x_{s} \\
\vdots & \ddots & \vdots \\
x_{s^{2}-s+1} & \cdots & x_{s^{2}}
\end{array}\right)
$$

in which $\left(x_{1}, \ldots x_{n}\right) \in \mathbb{F}_{q}^{n}$ is a plaintext vector. Similarly, matrices $B$ and $C$ are in $s \times s$ size:

$$
\begin{aligned}
& B=\left(\begin{array}{ccc}
b_{1} & \cdots & b_{s} \\
\vdots & \ddots & \vdots \\
b_{s^{2}-s+1} & \cdots & b_{s^{2}}
\end{array}\right) \\
& C=\left(\begin{array}{ccc}
c_{1} & \cdots & c_{s} \\
\vdots & \ddots & \vdots \\
c_{s^{2}-s+1} & \cdots & c_{s^{2}}
\end{array}\right)
\end{aligned}
$$

Each element in $B$ and $C$ is a linear combination of variables $\left(x_{1}, \ldots, x_{n}\right)$ with random coefficients. By multiplying matrix $A$ with $B$ and $C$ respectively, we can obtain two quadratic polynomial matrices denoted by $E_{1}$ and $E_{2}$ which are

$$
E_{1}=A B \quad E_{2}=A C .
$$

Let $f_{(i-1) s+j}$ and $f_{s^{2}+(i-1) s+j}$ be respectively the $(i, j)$-th coordinate element in $E_{1}$ and $E_{2}$. We rearrange $E_{1}$ and $E_{2}$ into sequence form as central map:

$$
F=\left(f_{1}, \ldots, f_{s^{2}}, f_{s^{2}+1}, \ldots, f_{2 s^{2}}\right)
$$

Hence, the public key of ABC contains the finite field $\mathbb{F}_{q}$ and a quadratic map:

$$
P=T \circ F \circ S .
$$

the secret key is a 4 -tuple $(T, S, B, C)$. To encrypt a message $\mathbf{m} \in \mathbb{F}_{q}^{n}$, we directly compute $\mathbf{c}=P(\mathbf{m})$ as the corresponding cipher text c. Decrypting such cipher text $\mathbf{c}$ contains the following steps:

Step 1: Compute $\mathbf{y}=T^{-1}(\mathbf{c})$ and rewrite the vector $\mathbf{y}$ into matrices form:

$$
\begin{gathered}
\bar{E}_{1}=\left(\begin{array}{ccc}
\bar{y}_{1} & \cdots & \bar{y}_{s} \\
\vdots & \ddots & \vdots \\
\bar{y}_{s^{2}-s+1} & \cdots & \bar{y}_{s^{2}}
\end{array}\right), \\
\bar{E}_{2}=\left(\begin{array}{ccc}
\bar{y}_{s^{2}+1} & \cdots & \bar{y}_{s^{2}+s} \\
\vdots & \ddots & \vdots \\
\bar{y}_{2 s^{2}-s+1} & \cdots & \bar{y}_{2 s^{2}}
\end{array}\right)
\end{gathered}
$$

Step 2: To find the solution of $F(\mathbf{x})=\mathbf{y}$, we have several situations:

- Case 1: If $\bar{E}_{1}$ or $\bar{E}_{2}$ is invertible, we can find

$$
B \bar{E}_{1}^{-1} \bar{E}_{2}=C \quad \text { or } \quad C \bar{E}_{2}^{-1} \bar{E}_{1}=B
$$

from the relation in central map. By solving this linear system with $n$ variables and $n$ equations, we can find an unique solution defined as $\bar{x}$.
Case 2: If $\bar{E}_{1}$ and $\bar{E}_{2}$ are not invertible but $A$ is invertible, we can view $A^{-1}$ as an unknown matrix noted as $W$. Thus the central map yields:

$$
\begin{aligned}
& A^{-1} \bar{E}_{1}=W \bar{E}_{1}=B \\
& A^{-1} \bar{E}_{2}=W \bar{E}_{2}=C
\end{aligned}
$$

which is a linear system with $m$ variables and $m$ equations.
Case 3: If $A$ is a singular matrix, the decryption process causes a failure.

Step 3: If we can find a solution denoted by $\bar{x}$ in step 2, compute $\mathbf{m}=S^{-1}(\bar{x})$.

### 2.4 Block Matrix Multiplication signature scheme[4]

Here's an another signature scheme needed to be mentioned which is proposed by using polynomial matrix multiplication. Though the idea of designing the trapdoor in Block Matrix Multiplication signature scheme is novel, the public key size is large and the signature generation can be failed with high possibilities.
Before the construction of public key, we introduce the following lemma:

Lemma 1 Let $\mathbb{F}_{q}$ be a finite field with $q$ elements and $u, v, s=u+v$ be positive integers. We define several matrices in the following. $A \in \mathbb{F}_{q}^{u \times u}$ and $E \in \mathbb{F}_{q}^{v \times v}$ are invertible constant matrices. Without loss of generality, we set ma$\operatorname{trix} B \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n}\right]^{u \times v}$ as a linear polynomial matrix. $C \in \mathbb{F}_{q}^{v \times u}$ is a constant matrix. Suppose

$$
M=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right), D=C A^{-1} B+E .
$$

Then the matrix $M$ is invertible and

$$
M^{-1}=\left(\begin{array}{cc}
I & -A^{-1} B \\
O & I
\end{array}\right)\left(\begin{array}{cc}
A^{-1} & O \\
O & E^{-1}
\end{array}\right)\left(\begin{array}{cc}
I & O \\
-C A^{-1} & I
\end{array}\right)
$$

the public key of Block Matrix Multiplication signature scheme is constructed as follows. Let $\mathbb{F}_{q}$ be a finite field and positive integers $u, v, s=u+v$. The number of unknowns is $n$ and the number of equations is $m=s^{2}$. Define a matrix $P \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n}\right]^{s \times s}$ :

$$
P=\left(\begin{array}{ccc}
p_{1} p_{1}^{\prime} & \cdots & p_{s} p_{s}^{\prime} \\
\vdots & \ddots & \vdots \\
p_{s^{2}-s+1} p_{s^{2}-s+1}^{\prime} & \cdots & p_{s^{2}} p_{s^{2}}^{\prime}
\end{array}\right)
$$

in which $p_{i}, p_{i}^{\prime} \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n}\right]$ are linear functions and thus $P$ is a quadratic polynomial matrix. The central map is a permutation of matrix $H$ :

$$
H=M P=\left(\begin{array}{ccc}
f_{11} & \cdots & f_{1 s} \\
\vdots & \ddots & \vdots \\
f_{s 1} & \cdots & f_{s s}
\end{array}\right)
$$

where matrix $M$ is defined before. Then we enumerate $\left(f_{i j}\right)$ as sequence form $\left(f_{1}, \ldots, f_{m}\right)$ and the public key can be written as:

$$
P=T \circ F \circ S, F=\left(f_{1}, \ldots, f_{m}\right)
$$

where $T, S$ are linear transformations.
To generate a signature for given message $\mathbf{m} \in \mathbb{F}_{q}^{m}$, we have to take the following steps:
Step 1: Compute $\mathbf{y}=T^{-1}(\mathbf{m})$ and rewrite $\mathbf{y}$ into matrix form $H^{\prime}$.

Step 2: Let polynomials ( $p_{i}^{\prime}$ ) be random values $\left(a_{i}\right)$, solve out the solution of equation group:

$$
p_{i}^{\prime}\left(x_{1}, \ldots, x_{n}\right)=a_{i}, i \in 1, \ldots, m
$$

and examine the equation $M^{-1} H^{\prime}=P$ whether holds. If the solution does not exist, then repeat step 2 from beginning.

Step 3: Assume we get a solution from step 2 saying $\mathbf{x}$, compute $\mathbf{s}=S^{-1}(\mathbf{x})$ as a signature.

## 3. A New Family of Signature Scheme

In this section, we will discuss our new signature scheme using polynomial matrix multiplication. Different from others, our signature scheme is not limited by quadratic polynomials though we use quadratic maps as a representative. Also, in some degree, this new scheme can be seen as an extension of UOV.

### 3.1 Trapdoor Design

As we review the structure of UOV signature scheme, the trapdoor of its central map is based on the lack of quadratic terms of oil variables, and then we can solve a linear system of oil variables by randomly choosing the values of vinegar variables. In other words, the values of oil variables depend on the chosen of vinegar variables. Through this relation, the solution space of equation group $F(\mathbf{x})=\mathbf{m}$ is essentially equivalent to a feasible space of vinegar variables. So we can expand this idea in common situation. By partitioning the variable space into two parts, one part is set to be feasible variables and the other part is set to be bounded variables. After we assign some values to feasible variables, the complex equation group will remains a solvable system. Using this trick, we can create a new kind of signature scheme.
Let $s$ be a positive integer, $n=2 s^{2}$ and $m=s^{2}$. The message vector denotes by $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{F}_{q}^{n}$ and $\mathbb{F}_{q}$ is a finite field with $q$ elements. Here we define three matrices as

$$
\begin{aligned}
& A=\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 s} \\
\vdots & \ddots & \vdots \\
a_{s 1} & \cdots & a_{s s}
\end{array}\right), \\
& B=\left(\begin{array}{ccc}
b_{11} & \cdots & b_{1 s} \\
\vdots & \ddots & \vdots \\
b_{s 1} & \cdots & b_{s s}
\end{array}\right),
\end{aligned}
$$

$$
C=\left(\begin{array}{ccc}
c_{11} & \cdots & c_{1 s} \\
\vdots & \ddots & \vdots \\
c_{s 1} & \cdots & c_{s s}
\end{array}\right)
$$

in which $a_{i j}, b_{i j}, c_{i j}$ are linear combinations of variables $\left(x_{1}, \ldots, x_{n}\right)$. One of central map can be defined as

$$
\bar{F}\left(x_{1}, \ldots, x_{n}\right)=A B+B C .
$$

Obviously, such function is a $s \times s$ matrix of quadratic polynomials. In order to composite with outer transformation, we stretch matrix $\bar{F}$ into a sequence form:

$$
F=\left(f_{11}, \ldots, f_{1 s}, f_{21}, \ldots, f_{2 s}, \ldots, f_{s s}\right)
$$

In final step, we apply the general MPKC signature structure to generate the public key:

$$
P=T \circ F \circ S
$$

Naturally, the question is that how we use this structure to produce a signature with given message $\mathbf{m} \in \mathbb{F}_{q}^{m}$. Despite multiplying the reverse of two affine transformation, we focus on how to figure out the solution of equation system $F\left(x_{1}, \ldots, x_{n}\right)=\mathbf{y}, \mathbf{y} \in \mathbb{F}_{q}^{m}$. We first rearrange vector y into matrix form with lexicographic order marked as $Y$. The equation system turns into solving

$$
A B+B C=Y
$$

We then randomly choose a constant matrix $D \in \mathbb{F}_{q}^{s \times s}$. After we replace matrix $B$ into $D$, the rest part will be transferred into a linear system:

$$
\begin{array}{r}
B\left(x_{1}, \ldots, x_{n}\right)=D \\
A\left(x_{1}, \ldots, x_{n}\right) D+D C\left(x_{1}, \ldots, x_{n}\right)=Y
\end{array}
$$

This linear system consists $n$ variables and $n$ equations. By choosing a proper constant matrix $D$, we can easily solve out a solution and denote by $\mathbf{x}$.

Another interesting thing is that when we choose a special $B\left(x_{1}, \ldots, x_{n}\right)$, for example, we choose

$$
B\left(x_{1}, \ldots, x_{n}\right)=B^{\prime}\left(x_{1}, \ldots, x_{m}\right)
$$

which means matrix $B$ is a function of first $m$ variables, $\left(x_{1}, \ldots, x_{m}\right)$ can be directly solved out from equation $B(x)=D$. In this case, the central map is retreated into balanced oil and vinegar scheme. To make it "unbalanced", we can just change the size of $A, B, C$ into rectangle matrices.

Actually, in previous discussion, we choose function $A B+$ $B C$ as one of this new family of signature scheme. There are still many alternative choices and we provide several examples in the following:

$$
\begin{aligned}
& \bar{F}(x)=A(x) B(x)+C(x) \\
& \bar{F}(x)=A(x) B(x)+B(x) C(x)+B(x) D(x) B(x)+E(x) \\
& \bar{F}(x)=A(x) B(x)+\phi(B(x))
\end{aligned}
$$

In the first example, we erase the matrix $B(x)$ before matrix $C(x)$, or we add several terms like the structure of 'ideal generated by matrix $B(x)^{\prime}$ ' in the second one. The key point is that when we fix the matrix $B(x)=D$, the rest part of formula remains a linear system and we can combine equation $B(x)=D$ to create a solvable linear system. Based on this thought, we can even add a function not only quadratic polynomial function but also a much more complicated function $\phi(B(x))$ such as exponential function.

### 3.2 Description of Our New Scheme

We conclude our idea and create the following signature generating process:

## Public Key:

- Finite field $\mathbb{F}_{q}$ with addition and multiplication
- A set of quadratic polynomial $P$ with:

$$
P=T \circ F \circ S, \quad F\left(x_{1}, \ldots, x_{n}\right)=A B+B C
$$

## Secret Key:

- Affine transformations $T, S$.
- Coefficients in matrices $A, B, C$


## Signature generation: Given a message m

- Step 1: Compute $\mathbf{y}=T^{-1}(\mathbf{m})$ and rearrange it into matrix form $Y$
- Step 2: Randomly choose a constant matrix $D \in \mathbb{F}_{q}^{s \times s}$, solve the following linear system:

$$
\begin{aligned}
B\left(x_{1}, \ldots, x_{n}\right) & =D \\
A\left(x_{1}, \ldots, x_{n}\right) D+D C\left(x_{1}, \ldots, x_{n}\right) & =Y
\end{aligned}
$$

If the coefficient matrix of unknowns $\left(x_{1}, \ldots, x_{n}\right)$ is not full rank, repeat step (2) to find a proper constant matrix $D$. The solution denotes by $\mathbf{x}$.

- Step 3: Compute $\mathbf{s}=S^{-1}(\mathbf{x})$ as the a signature of $\mathbf{m}$.


## Verification:

Given a message $\mathbf{m}$ and a signature $\mathbf{s}$, substitute $\mathbf{m}$ and $\mathbf{s}$ into function $P(\mathbf{s})=\mathbf{m}$, then returns TRUE if this formula holds or FALSE if not.

## 4. Security Analysis

In this section, we run several attack algorithms to estimate the security level of our new family of signature scheme. Additionally, we will provide the computation complexity of those attacks onto our new scheme.

### 4.1 Direct Attack

Considering a quadratic equation system:

$$
\left\{\begin{array}{c}
f_{1}\left(x_{1}, \ldots, x_{n}\right)=0 \\
f_{2}\left(x_{1}, \ldots, x_{n}\right)=0 \\
\ldots \\
f_{m}\left(x_{1}, \ldots, x_{n}\right)=0
\end{array}\right.
$$

To solve out this equation group, we have Linearization
method such as XL algorithm[3] and Gröebner Basis method such as $F_{4}[8]$ or $F_{5}[9]$ algorithms. No matter what algorithm is, the basic idea of direct attack is to generate several equations to make the whole system become solvable. In our experiment, we chose $F_{4}$ algorithm to test the resistance of direct attack. The computation complexity of $F_{4}$ is bounded by

$$
\mathcal{O}\left(\binom{n+d_{r e g}-1}{d_{r e g}}^{\omega}\right)
$$

where $n$ is the number of unknowns, $d_{\text {reg }}$ is a parameter called the degree of regularity ( $d_{r e g}$ ) which is the minimum degree of generating a solvable system, $2 \leq \omega \leq 3$ is a constant and we pick $\omega=2.4$ for trivial case. From the

Table 1 Experiment results of using $F_{4}$ algorithm with different parameters

| $(q, s, n, m)$ | $d_{r e g}$ | Time $(s)$ |
| :---: | :---: | :---: |
| $(256,2,8,4)$ | 5 | 0.009 |
| $(256,3,18,9)$ | 10 | 0.240 |

experiment result, the degree of regularity of applying $F_{4}$ algorithm to our scheme is $s^{2}+1$. Thus, the total complexity in this case is

$$
\mathcal{O}\left(\binom{3 s^{2}}{s^{2}+1}^{\omega}\right)
$$

### 4.2 Minrank Attack[10]

Rank attack is one of basic analysis technique which is focus on the low rank property in central map. In our analysis, we select minrank attack to make rank attack. Minrank attack comes from a problem called minrank problem and here is the definition:

Definition 1 Let $\mathbb{F}_{q}$ be a finite field with $q$ elements, $r, n, m$ are positive integers. For given $m+1$ matrices $\left\{M_{0}, M_{1}, \ldots, M_{m}: M_{i} \in \mathbb{F}_{q}^{n \times n}\right\}$, minrank problem is to find a vector $\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{F}_{q}^{m}$ s.t.

$$
0<\operatorname{Rank}\left(M_{0}+\sum_{i=1}^{m} x_{i} M_{i}\right) \leq r
$$

There are many algorithms to solve this problem and we used linear algebra search to perform minrank attack. The basic idea of this method is to find a solution of set

$$
\begin{aligned}
& \mathrm{Sol}=\left\{\mathbf{v}=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}_{q}^{n} \mid\right. \\
& \left.\left(\sum_{i=1}^{m} x_{i} M_{i}+M_{0}\right) \mathbf{v}=0 \text { has non-trivial solution }\right\}
\end{aligned}
$$

The complexity of minrank attack is bounded by

$$
\mathcal{O}\left(q^{\left\lceil\frac{m}{n}\right\rceil r} m^{3}\right)
$$

and the parameter $r$ is related to the rank of central map $F$. In our new scheme, the central map can be expressed as

$$
\bar{F}(x)=A(x) B(x)+B(x) C(x)
$$

More precisely, we write down the matrix form of each component:

$$
\begin{aligned}
& \left(\begin{array}{ccc}
f_{1} & \cdots & f_{s} \\
\vdots & \ddots & \vdots \\
f_{s^{2}-s+1} & \cdots & f_{s^{2}}
\end{array}\right) \\
& =\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 s} \\
\vdots & \ddots & \vdots \\
a_{s 1} & \cdots & a_{s s}
\end{array}\right)\left(\begin{array}{ccc}
b_{11} & \cdots & b_{1 s} \\
\vdots & \ddots & \vdots \\
b_{s 1} & \cdots & b_{s s}
\end{array}\right) \\
& +\left(\begin{array}{ccc}
b_{11} & \cdots & b_{1 s} \\
\vdots & \ddots & \vdots \\
b_{s 1} & \cdots & b_{s s}
\end{array}\right)\left(\begin{array}{ccc}
c_{11} & \cdots & c_{1 s} \\
\vdots & \ddots & \vdots \\
c_{s 1} & \cdots & c_{s s}
\end{array}\right)
\end{aligned}
$$

The $(i, j)$-th coordinate can be expressed as

$$
f_{(i-1) s+j}=\sum_{l=1}^{s} a_{i l} b_{l j}+\sum_{l=1}^{s} b_{i l} c_{l j}
$$

The rank of matrix form of multiplication $a_{i l} b_{l j}$ is 2 and this formula contains $2 s-1$ independent terms, therefore the rank of each quadratic map $f_{i}$ is $4 s-2$. Moreover, the complexity of minrank attack to our new scheme is $\mathcal{O}\left(q^{4 s-2} s^{6}\right)$.

### 4.3 Other Attacks

Despite direct attack and minrank attack, we also tried some other attacks such as UOV reconciliation attack[7] and High Order Linearization Equation(HOLE) attack[5]. Since the structure of our new scheme,

$$
F(x)=A B+B C
$$

the quadratic terms of central map $F$ doesn't have special structure like UOV. Even we know the outer affine transformation $T$, it's hard to get matrices $A, B, C$ from $F$ because for each coordinate $(i, j)$, the quadratic function $f_{(i-1) s+j}$ consists $2 s$ terms of multiplication of linear functions. Moreover, HOLE attack can't work so well because from construction of our new scheme, we cannot find a formula only related to signature and message pairs to get informations from secret key. Therefore, common attacks against ABC and UOV can't work efficiently on our new scheme.

## 5. Parameters and Implementation

In this section, we focus on the security analysis to formulate parameters for different security levels. Then we will give a sample of computing the public key size and give out a table of our experiment results.

### 5.1 Parameters

We estimated secure parameters and evaluated the efficiency of our signature scheme through real time implementation. First, we estimate the security parameters by considering attacks mentioned in Section 4, namely direct attack and minrank attack. As for 128-bit security level parameters, we tried out different values of $s$ and confirmed the complexity of both attacks exceed 128 bits. When we choose

Table 2 Parameters of different security level

| Security | $(q, s, n, m)$ | Pk size(kB) | Sig. size(kB) |
| :---: | :---: | :---: | :---: |
| $2^{128}$ | $(256,5,50,25)$ | 31.12 | 0.04 |
| $2^{196}$ | $(256,7,98,49)$ | 232.12 | 0.09 |
| $2^{256}$ | $(256,8,128,64)$ | 516.00 | 0.12 |


| Security | $(q, s, n, m)$ | Sig. time(s) | Ver. time(s) |
| :---: | :---: | :---: | :---: |
| $2^{128}$ | $(256,5,50,25)$ | 0.010 | 0.010 |
| $2^{196}$ | $(256,7,98,49)$ | 0.030 | 0.040 |
| $2^{256}$ | $(256,8,128,64)$ | 0.060 | 0.100 |

$s=5, q=256$, direct attack requires around $2^{159}$ computation times and minrank attack requires $2^{157}$ computation times. Similarly, we select security parameters for 192-bit and 256-bit security level. We confirmed $s=7, q=256$ and $s=8, q=256$ achieve 192 -bit and 256 -bit security independently.

### 5.2 Key Sizes

By using those parameters, we can calculate the public key size and signature size immediately. For instance, we use $s=5, q=256$ as our 128 -bit secure parameter, the public key size in this case can be computed as

$$
\begin{aligned}
& m \times\left(\frac{n(n-1)}{2}+n+1\right) \times \log _{2} q= \\
& 25 \times 1276 \times \log _{2} 256=255,200 \mathrm{bits}
\end{aligned}
$$

which is around 31 kB of storage. We can do similar operations to get public key size of 196 -bit and 256 -bit security level which are listing in table 2 in the following.

We made experiments using $\operatorname{Intel}(\mathrm{R})$ Xeon(R) Gold 6130 CPU 2.10GHz system and MAGMA V2.24-8. From table 2 , our signature scheme reveals advantages that the public key size and signature length are small compared to UOV which public key size is above 1.1 mB [12]. Also, based on the special structure in our new scheme, the computation speed is faster than UOV and ABC .

## 6. Conclusion and Future Work

In this paper, we proposed a new family of signature scheme inspired from UOV signature scheme using similar structure of Simple Matrix encryption scheme. We gave out the idea of designing trapdoor and analyzed the security against some attacks. As we see in section 4 and 5 , the advantage of this new signature scheme is that the public key size is small and signature generation speed is fast. Also, this new signature scheme can be modified into different applications by changing the central map. At the end of the article, we put forward some practical parameters for implementation.

However, we know that there are many splendid signature schemes in MPKC such as HFEv-[14] which has very short public key size. To compress the public key size, many works are needed to do. A current idea is applying the compression method in LUOV[1] to our new scheme.
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## Appendix

## A. 1 Toy Example for Simple Matrix Signature Scheme

In this section, we provide a toy example for our new signature scheme. In this case, we let $s=2, q=7$ and naturally $n=8, m=4$. The matrices $A, B, C$ are randomly selected as:

$$
\left.\left.\begin{array}{rl}
A= & \left(\begin{array}{ll}
1 & 2 \\
6 & 6
\end{array}\right)+\left(\begin{array}{ll}
6 & 4 \\
0 & 3
\end{array}\right) x_{1}+\left(\begin{array}{ll}
6 & 2 \\
5 & 1
\end{array}\right) x_{2}+ \\
& \left(\begin{array}{ll}
6 & 3 \\
5 & 3
\end{array}\right) x_{3}+\left(\begin{array}{ll}
5 & 0 \\
2 & 6
\end{array}\right) x_{4}+ \\
& \left(\begin{array}{ll}
3 & 1 \\
1 & 0
\end{array}\right) x_{5}+\left(\begin{array}{ll}
0 & 3 \\
6 & 2
\end{array}\right) x_{6}+ \\
& \left(\begin{array}{ll}
0 & 3 \\
1 & 1
\end{array}\right) x_{7}+\left(\begin{array}{ll}
0 & 6 \\
3 & 5
\end{array}\right) x_{8} \\
B= & \left(\begin{array}{ll}
2 & 6 \\
2 & 1
\end{array}\right)+\left(\begin{array}{ll}
6 & 2 \\
1 & 3
\end{array}\right) x_{1}+\left(\begin{array}{ll}
6 & 3 \\
6 & 2
\end{array}\right) x_{2}+ \\
& \left(\begin{array}{ll}
5 & 0 \\
4 & 6
\end{array}\right) x_{3}+\left(\begin{array}{ll}
1 & 3 \\
5 & 3
\end{array}\right) x_{4}+ \\
& \left(\begin{array}{ll}
0 & 5 \\
5 & 1
\end{array}\right) x_{5}+\left(\begin{array}{ll}
5 & 2 \\
5 & 0
\end{array}\right) x_{6}+ \\
C= & \left(\begin{array}{ll}
2 & 6 \\
3 & 5
\end{array}\right) x_{7}+\left(\begin{array}{ll}
2 & 6 \\
6 & 6
\end{array}\right) x_{8} \\
4 & 3
\end{array}\right)+\left(\begin{array}{ll}
4 & 4 \\
1 & 6
\end{array}\right) x_{1}+\left(\begin{array}{ll}
4 & 4 \\
5 & 4
\end{array}\right) x_{2}+\right\}
$$

The affine transformations $T$ and $S$ are selected as

$$
\begin{gathered}
S(x)=\left(\begin{array}{cccccccc}
2 & 4 & 6 & 6 & 4 & 3 & 4 & 5 \\
2 & 4 & 3 & 0 & 1 & 3 & 1 & 3 \\
2 & 1 & 1 & 4 & 0 & 5 & 2 & 2 \\
0 & 4 & 4 & 3 & 6 & 2 & 0 & 1 \\
4 & 0 & 6 & 0 & 3 & 4 & 6 & 3 \\
0 & 5 & 5 & 4 & 4 & 1 & 6 & 3 \\
1 & 1 & 2 & 1 & 0 & 3 & 1 & 3 \\
2 & 0 & 5 & 6 & 0 & 5 & 2 & 2
\end{array}\right) x \\
T(y)=\left(\begin{array}{llll}
2 & 5 & 1 & 1 \\
0 & 5 & 6 & 4 \\
2 & 4 & 1 & 4 \\
2 & 5 & 6 & 6
\end{array}\right) y
\end{gathered}
$$

By choosing the secret key, we compute the public key using
the structure in Section 3 and the result is:

$$
\begin{aligned}
& p_{1}=X^{T}\left(\begin{array}{lllllllll}
5 & 1 & 3 & 4 & 2 & 2 & 6 & 1 & 1 \\
1 & 6 & 3 & 0 & 6 & 5 & 6 & 6 & 2 \\
3 & 3 & 0 & 2 & 3 & 2 & 0 & 5 & 3 \\
4 & 0 & 2 & 6 & 3 & 5 & 1 & 2 & 6 \\
2 & 6 & 3 & 3 & 4 & 5 & 4 & 5 & 5 \\
2 & 5 & 2 & 5 & 5 & 5 & 5 & 3 & 2 \\
6 & 6 & 0 & 1 & 4 & 5 & 0 & 0 & 2 \\
1 & 6 & 5 & 2 & 5 & 3 & 0 & 4 & 5 \\
1 & 2 & 3 & 6 & 5 & 2 & 2 & 5 & 1
\end{array}\right) X \\
& p_{2}=X^{T}\left(\begin{array}{lllllllll}
0 & 0 & 2 & 2 & 3 & 3 & 3 & 1 & 3 \\
0 & 2 & 4 & 5 & 2 & 4 & 3 & 1 & 2 \\
2 & 4 & 4 & 6 & 4 & 0 & 5 & 5 & 2 \\
2 & 5 & 6 & 0 & 3 & 2 & 5 & 6 & 1 \\
3 & 2 & 4 & 3 & 0 & 5 & 5 & 0 & 6 \\
3 & 4 & 0 & 2 & 5 & 5 & 4 & 0 & 0 \\
3 & 3 & 5 & 5 & 5 & 4 & 3 & 3 & 6 \\
1 & 1 & 5 & 6 & 0 & 0 & 3 & 3 & 3 \\
3 & 2 & 2 & 1 & 6 & 0 & 6 & 3 & 0
\end{array}\right) X \\
& p_{3}=X^{T}\left(\begin{array}{lllllllll}
5 & 6 & 4 & 2 & 6 & 1 & 3 & 4 & 2 \\
6 & 1 & 4 & 4 & 0 & 0 & 1 & 6 & 1 \\
4 & 4 & 2 & 1 & 2 & 6 & 4 & 5 & 2 \\
2 & 4 & 1 & 6 & 2 & 4 & 5 & 0 & 1 \\
6 & 0 & 2 & 2 & 4 & 3 & 3 & 4 & 0 \\
1 & 0 & 6 & 4 & 3 & 1 & 0 & 6 & 2 \\
3 & 1 & 4 & 5 & 3 & 0 & 5 & 3 & 4 \\
4 & 6 & 5 & 0 & 4 & 6 & 3 & 1 & 0 \\
2 & 1 & 2 & 1 & 0 & 2 & 4 & 0 & 0
\end{array}\right) X \\
& p_{4}=X^{T}\left(\begin{array}{lllllllll}
3 & 2 & 6 & 2 & 2 & 3 & 6 & 3 & 3 \\
2 & 3 & 2 & 3 & 6 & 3 & 4 & 6 & 2 \\
6 & 2 & 4 & 1 & 0 & 1 & 3 & 5 & 1 \\
2 & 3 & 1 & 5 & 1 & 2 & 0 & 5 & 5 \\
2 & 6 & 0 & 1 & 4 & 1 & 5 & 0 & 4 \\
3 & 3 & 1 & 2 & 1 & 3 & 2 & 5 & 0 \\
6 & 4 & 3 & 0 & 5 & 2 & 1 & 0 & 2 \\
3 & 6 & 5 & 5 & 0 & 5 & 0 & 2 & 0 \\
3 & 2 & 1 & 5 & 4 & 0 & 2 & 0 & 6
\end{array}\right) X
\end{aligned}
$$

where $X=\left(x_{1}, \ldots, x_{8}, 1\right)^{T}$ and symbol $T$ represents transpose operation. To generate signatures, we randomly choose a message:

$$
\mathbf{m}=(2,2,5,4)^{T}
$$

In first step, we compute the formula $\mathbf{y}=T^{-1}(\mathbf{m})$ :

$$
\mathbf{y}=(3,5,1,5)^{T}
$$

To find out a solution of $F(\mathbf{y})=\mathbf{x}$, we randomly pick a constant matrix $D$ :

$$
D=\left(\begin{array}{ll}
5 & 3 \\
2 & 1
\end{array}\right)
$$

and then solve the linear system:

$$
\begin{array}{r}
B\left(x_{1}, \ldots, x_{n}\right)=D \\
A\left(x_{1}, \ldots, x_{n}\right) D+D C\left(x_{1}, \ldots, x_{n}\right)=Y
\end{array}
$$

Easily, we obtain the solution

$$
\mathbf{x}=(6,3,6,3,2,6,2,4)^{T}
$$

In final step, we compute $\mathbf{s}=S^{-1}(\mathbf{x})$ as a signature:

$$
\mathbf{s}=(4,1,2,6,5,4,2,5)^{T}
$$

To verify the correctness of this signature, obviously we just need to check the equation

$$
P(\mathbf{s})=\left(p_{1}, p_{2}, p_{3}, p_{4}\right)(\mathbf{s})=\mathbf{m}
$$

whether holds.

## A. 2 Experiment Codes Using Magma

```
//======= Parameters======
s:=8;
n:=2*s^2;
m:=s^2;
q:=256;
F<a>:=GF(q);
P<[x]>:= PolynomialRing(F,n,"grevlex");
//=======Private Key Generation======
L1:=Random(GL(n,F));
L2:=Random(GL(m,F)); //affine transformations
A:=[Random(GL (s,F)):i in [1..n+1]];
B:=[Random(GL}(\textrm{s},\textrm{F})):\textrm{i}\mathrm{ in [1..n+1]];
C:=[Random(GL(s,F)):i in [1..n+1]];
//secret key generation
X:=Transpose (Matrix(Vector(x)));
Y:=(RMatrixSpace(P,n,n)!L1)*X;
AY:=(&+[(RMatrixSpace(P,s,s)!A[i])*Y[i][1]:i in
    [1..n]])+(RMatrixSpace(P,s,s)!A[n+1]);
BY:=(&+[(RMatrixSpace(P,s,s)!B[i])*Y[i][1]:i in
    [1..n]])+(RMatrixSpace(P,s,s)!B[n+1]);
CY:=(&+[(RMatrixSpace(P,s,s)!C[i])*Y[i][1]:i in
    [1..n]])+(RMatrixSpace(P,s,s)!C[n+1]);
Z:=Transpose(Matrix(Vector(Eltseq(AY*BY+BY*CY)))
    Tran
pb_key:=RMatrixSpace(P,m,m)!L2*Z; // public key
Ax:=(&+[(RMatrixSpace(P,s,s)!A[i])*x[i]:i in
    [1..n]]) +(RMatrixSpace(P,s,s)!A[n+1]);
Bx:=(&+[(RMatrixSpace(P,s,s)!B[i])*x[i]:i in
    [1..n]])+(RMatrixSpace(P,s,s)!B[n+1]);
Cx:=(&+[(RMatrixSpace(P,s,s)!C[i])*x[i]:i in
    [1..n]])+(RMatrixSpace(P,s,s)!C[n+1]);
Bc:=Matrix(m,n,[[MonomialCoefficient(Eltseq(Bx) [
```

    i], \(x[j]): j\) in [1..n]]:i in [1..m]]);
    $/ /======$ Signing and Verifying======
t1: =Cputime () ; //Starting time
M:=Random (VectorSpace (F, m) ) ; //message
M1:=L2~-1*Transpose (Matrix (M)) ;
repeat
D: = Matrix (s,s, Random (VectorSpace (F,m)) );
LHS : $=[\mathrm{A}[\mathrm{i}] * \mathrm{D}+\mathrm{D} * \mathrm{C}[\mathrm{i}]: \mathrm{i}$ in [1.. $\mathrm{n}+1]$ ];
LHSx: $=\&+[$ RMatrixSpace (P, s, s) ! LHS [i] $* x[i$
]:i in [1..n]];
LHSx_c:=Matrix (m, n, [ MonomialCoefficient
(Eltseq(LHSx)[i], $x[j]$ ): $j$ in [1..n]]:
i in [1..m]]);
linear_c:=VerticalJoin (Bc, LHSx_c) ;
until Rank(linear_c) eq $n$;
const:=Eltseq (D-B[n+1]) cat [M1[i][1]-Eltseq(LHS
$[\mathrm{n}+1])[\mathrm{i}]: \mathrm{i}$ in [1..m]];
S1:=linear_c^-1*Transpose(Matrix(Vector(const)))
;
S:=Eltseq (L1^-1*S1) ; t2:=Cputime () ;
Evaluate (pb_key, S) ; t3:=Cputime ();
Sign_time:=t2-t1; //Signature generation time
Ver_time:=t3-t2; //Verification time
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