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This presentation gives the design and implementation of a compiler for a deep neural network accelerator that pro-
vides high performance and power efficiency. The accelerator consists of multiple heterogeneous units and each unit
has a limited set of instructions. Also it does not have hardware-controlled caches for power efficiency. It is very hard
for programmers to directly write a program for such an accelerator. Thus, we develop a compiler that automatically
generates native code for each unit from a program in deep learning frameworks such as TensorFlow. This compiler
generates outer loops around highly-tuned hand-crafted inner kernel loops for each unit with a wide range of neural
network parameters. It effectively supports various types of parameters such as zero padding sizes around an image.
This compiler also generates data transfer code between hierarchical memories, and applies code optimizations to
reduce the code size.
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