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Abstract: In recent years, Information-Centric Networking (ICN) that mainly focuses on contents that are transferred
and received instead of on end hosts that transmit and receive contents has been under the spotlight. A straightfor-
ward approach for content routing in ICNs is to utilize a class of shortest-path routing mechanisms. In past research
papers, several cache-aware routing mechanisms for ICNs to take advantage of content caches at intermediate routers
have been proposed. In past studies, however, only link-level performance metrics (e.g., cache hit ratio and server
load) of content routings have been investigated. Hence, it has been still unclear how the shortest-path routing is
effective (or ineffective) in terms of application-level performance metrics. In this paper, we try to answer research
questions regarding the optimality of the shortest-path routing. We compare the application-level performances with
the shortest-path routing and with the optimal routing obtained by searching all detour paths existing in the vicinity of
the shortest-path routing (optimal k-hop detour routing). Our findings include that the shortest-path routing is suitable
when the network is balanced and cache sizes at routers are homogeneous, and that the optimal k-hop detour routing
is suitable when variation in cache sizes is large.

Keywords: ICN (Information-Centric Networking), shortest-path routing, optimal k-hop detour routing, content de-
livery delay, routing optimality

1. Introduction

In recent years, Information-Centric Networking (ICN) that
mainly focuses on contents that are transferred and received in-
stead of on end hosts that transmit and receive contents has been
under the spotlight [1], [2], [3]. Two major network architectures
for realizing ICNs are CCN (Content-Centric Networking) [2]
and NDN (Named Data Networking) [3]. In ICNs, the content
request packet sent from an entity (i.e., content consumer) is for-
warded to a repository (i.e., content provider) that stores the con-
tent based on its content identifier and routing tables of routers
along the path. The requested content is returned to the entity
from the repository as a response packet by retracing the trajec-
tory of the request packet.

Two major challenges in the ICN architecture design are con-

tent caching and content routing [4]. Content caching improves
the way a router in a network caches contents for performance
improvement in terms of the reduction in the traffic volume trans-
ferred through the network. On the other hand, content routing
is aimed at effectively discovering the content by appropriately
selecting the path from a router to the nearest repository which
stores the content.

A large number of studies have been devoted for designing
content caching mechanisms in ICNs [5], [6]. In those studies,
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several content caching mechanisms to effectively utilize caches
of intermediate routers on the path are proposed. For instance,
authors of Ref. [5] proposed an in-network caching scheme, in
which a router caches contents based on the probability calcu-
lated from a distance to its destination and the caching capability
of other routers along a path. Also, authors of Ref. [6] focused on
round-trip times for contents measured at a router, and proposed
a caching algorithm based on the probability calculated from ob-
served round-trip times.

On the other hand, not many but several studies have been de-
voted for content routing in ICNs [7], [8], [9]. A few studies focus
on routing mechanisms for request and content packets to achieve
better performance than that with the shortest-path routing.

A straightforward approach for content routing in ICNs is to
utilize a class of shortest-path routing mechanisms. In similar
fashion to the conventional IP network, usage of the shortest-path
routing simply based on the number of hops or the link-level met-
rics between a router and a repository, is considered in CCN [2].
However, since routers on the path cache contents in ICNs, the
shortest-path routing might not be always optimal.

In past research papers, several cache-aware routing mecha-
nisms to take advantage of content caches at intermediate routers
have been proposed (see, e.g., Refs. [7], [8]). Generally, cache-
aware routing mechanisms determine the path through which a
request packet is forwarded by taking account of both the prox-
imity of content replicas and the likelihood of cache hits at inter-
mediate routers. Cache-aware routings are expected to reduce the
server load as well as the content delivery delay.

In those studies, however, only link-level performance metrics
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(e.g., cache hit ratio and server load) of content routing have been
investigated. Hence, it has been still unclear how the shortest-path
routing is effective (or ineffective) in terms of application-level
performance metrics (e.g., content delivery delay and through-
put). Also, cache-aware routing mechanisms generally rely on
the availability of cache hit ratios and/or cache sizes of routers,
which might not be easy to obtain accurately in a timely fashion.

For a given scenario, the shortest-path routing might not pro-
vide the best application-level performance. A sophisticated con-
tent routing should provide a better application-level performance
than that with the shortest-path routing. However, under realis-
tic scenarios where many factors (e.g., network topology, band-
widths and propagation delays of links, cache and buffer sizes
of routers, and workloads generated from entities) are varying
and/or uncertain, an overly-optimized content routing could re-
sult in a poor performance.

In this paper, we investigate the optimality of the shortest-path
routing by comparing the performances with shortest-path rout-
ing and with an optimal routing obtained by searching all detour
paths existing in the vicinity of the shortest-path routing (optimal

k-hop detour routing). We focus on the average content deliv-
ery delay, which is one of the key application-level performance
metrics. Through a number of experiments, we compare average
content delivery delays with the shortest-path routing and with
the optimal k-hop detour routing.

This paper addresses the following research questions regard-
ing the optimality of shortest-path routing in ICNs.
Q1. Under a given condition, of the shortest-path routing or the

optimal k-hop detour routing which is suitable in terms of
the average content delivery delay?

Q2. How robust are the shortest-path routing and the optimal k-
hop detour routing against measurement errors in cache hit
ratios at routers?

In past research papers, there have been several studies that pro-
posed effective routing mechanisms for ICNs and evaluated those
effectiveness (see e.g., Refs. [7], [10]). Different from those stud-
ies, this paper is aimed at investigating the optimality of the
shortest-path routing compared to a near-optimal content routing
(i.e., the optimal k-hop detour routing). The optimal k-hop detour
routing is prohibitive in practice, but near-optimal in theory.

This paper is an extension of our previous work [11], as here
we investigate the effectiveness of the shortest-path routing in
ICNs under two simple network topologies.

In this paper, we extend our previous work to further investi-
gate the optimality of the shortest-path routing in diverse scenar-
ios. We quantitatively investigate the optimality of the shortest-
path routing in ICNs by comparing the average content delivery
delay under the shortest-path routing with that under the optimal
two-hop detour routing in several networks (triangular network,
grid network, and cluster network). Furthermore, we also investi-
gate the robustness of the shortest-path routing against measure-
ment errors in cache hit ratios at routers.

This paper is organized as follows. First, Section 2 intro-
duces previous works related to content routings in ICNs. Sec-
tion 3 explains the methodology to investigate the optimality of
the shortest-path routing in ICNs. Section 4 presents experiment

results and discusses the optimality of the shortest-path routing.
Finally, Section 5 provides the summary of this paper and dis-
cusses future works.

2. Related Works

In past research papers, it is known that sophisticated content
routings including the cache-aware routing achieve better perfor-
mance than the shortest-path routing in ICN [7], [8], [9], [12],
[13]. Authors of Ref. [7] proposed a cache-aware routing that dy-
namically selects the path so that the number of hops to retrieve
the content can be minimized [7]. They reported that, with their
cache-aware routing, the server load can be reduced by approxi-
mately 18% from the shortest-path routing. Another cache-aware
routing is proposed in Ref. [8]. The authors proposed a weight-
based cache-aware routing that minimizes the content access de-
lay based on the existence of content cache at routers. Authors
of Ref. [9] proposed an efficient content routing by adopting a
different approach than cache-aware routing. Specifically, in the
proposed content routing, a router measures round-trip times for
contents returned from repositories, and it probabilistically deter-
mines a next node to forward a request packet based on measured
round-trip times. Through simulations, it was shown that, com-
pared to the shortest-path routing, the proposed content routing
can improve the content delivery delay because of reducing loads
occurred at the repository.

However, a few studies reported that there is no significant dif-
ference in the performance between the shortest-path routing and
the cache-aware routing [14]. Authors of Ref. [14] compared the
shortest-path routing and the nearest-replica routing, which is one
of cache-aware routings, while changing several factors such as
the network topology and content request pattern. In nearest-
replica routing, a request packet for a content from an entity is
delivered to the nearest router/repository which is storing the re-
quested content. Although the nearest-replica routing is not a
practical routing mechanism, it can be regarded as a baseline for
other content routings in ICNs. In Ref. [14], improvements in
all performance metrics (e.g., the number of hops required for
contents delivery) with the nearest-replica routing is at most 2%,
compared to the shortest-path routing.

3. Method

3.1 Optimal k-Hop Detour Routing
In this paper, we perform three types of experiments to inves-

tigate the optimality of shortest-path routing. In all experiments,
we compare the average content delivery delay under the shortest-
path routing with that under the optimal two-hop detour routing.

The optimal k-hop detour routing is defined as the content rout-
ing with the least average content delivery delay among all pos-
sible k-hop detour paths obtained from the shortest path (Fig. 1).
In this paper, k-hop detour path is defined as follows. k-hop de-
tour path Pk for path P = (s, . . . , t) of length l is a path between
node s and node t containing all nodes in path P (v ∈ P), whose
length is no more than l + k. In our experiments, we obtained the
optimal two-hop detour routing using an exhaustive search: (1)
obtain all two-hop detour paths regarding arbitrary single hops in
the shortest-path, (2) calculate average content delivery delays of
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Fig. 1 Examples of two-hop detour path in the optimal two detour routing.

all two-hop detour paths using our performance analysis, and (3)
select the path with the least average content delivery delay.

Note that the optimal k-hop detour routing is not for practical
purposes, but for theoretical analyses. The optimal k-hop detour
routing is based on the idea that, even with caches at routers, the
optimal path should be more or less similar to the shortest-path.
Namely, the optimal k-hop detour routing exhaustively searches
solution space around the shortest-path to hopefully find a rea-
sonably better path than the shortest-path.

In what follows, the methodologies of three experiments are
explained.

3.2 E1: Effect of Giant Cache
In this experiment, the cache size of a specific router is varied

to examine how the existence of a giant cache affects the effec-
tiveness of the shortest-path routing as well as the optimal two-
hop detour routing.

As network topology, we use a triangular network shown in
Fig. 2 (a). The communication delays of links between an entity
and a router are negligibly small and the communication delays
of all other links are equally set to 1 [ms].

Cache sizes of all routers are equally set to C = 5 or
10 [content]. The cache size of a specific router (router 1, shaded
router in Fig. 2 (a)) is varied between 0–40 [content] for investi-
gating how the cache size affects the optimality of the shortest-
path routing. The cache replacement algorithms at all routers are
LRU (Least-Recently Used), which is widely used for the perfor-
mance evaluation and analyses of cache networks [15].

50 contents are placed at a single repository, and every entity
(i.e., content consumer that injects content requests to the net-
work) randomly and continuously requests contents of either the
rate k [request/ms] for content k (1 ≤ k ≤ 50), or the popularity
following Zipf distribution with the mean of 200 [request/s] and
the exponent parameter of 1.0.

Utilizing our ICN performance analysis [16], the average con-
tent delivery delay (i.e., the average time required for an entity
to retrieve a content) for a given content routing is calculated.
In the performance analysis of ICN [16], under several assump-
tions, for instance, all content sizes are equal and congestion does
not occur, effects of content size and bandwidth and processing
delays at nodes (i.e., router/repository) are expressed as commu-
nication delay between nodes. For evaluating a communication
network which is comprised of entities (i.e., end users) and in-

Fig. 2 Triangular network.

termediate nodes (i.e., routers), its performance is measured by
metrics (e.g., response time and throughput) directly related with
the service [17]. In this paper, since we focused on the perfor-
mance of network rather than that of the router (e.g., cache hit
ratio), we used the average content delivery delay, which is one
of the major performance metrics for evaluating the network.

3.3 E2: Effect of Cache Sparseness
In this experiment, different from experiment E1, the density

of cache-equipped routers (cache sparseness) is varied. Namely,
instead of changing the cache size of a specific router, cache sizes
of all routers in the network are uniformly changed.

As network topologies, we use three network topologies: tri-
angular network, grid network, and cluster network shown in
Figs. 3 (a), 4 (a), and 5 (a), respectively. Every network topology
has a single repository. Note that there are multiple shortest-paths
from an entity to the repository in the grid network (Fig. 4 (a)).
In our experiments, we selected a shortest-path with an interme-
diate node whose identifier is smaller. In the grid network, for
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Fig. 3 Triangular network.

instance, the shortest-path from the router 1 to the repository is
the path through the router 2 rather than the router 4. Similar
to experiment E1, the communication delays of links between an
entity and a router are negligibly small and the communication
delays of all other links are equally set to 1 [ms]. The request rate
is given by a Zipf distribution with the exponent parameter of 1.0.

To adjust the density of caches in the network, we define the pa-
rameter M called cache sparseness. Cache sparseness M is a pos-
itive integer that controls the density of cache-equipped routers.
Namely, for a given parameter k (0 ≤ k < M), every router whose
identifier i satisfies i ≡ k (mod M) has the cache size C1, and all
other routers have the cache size C2. For instance, all routers
have the same cache size for M = 1, and the one-fourth of routers
have the cache size C1 and others have C2 for M = 4. We use
C2 = 0 [content]. For given parameters M, C1, and C2, we ob-
tained the mean of average content delivery delays when k was
varied between 0–M − 1.

All other conditions are the same as those in experiment E1.

3.4 E3: Robustness against Measurement Errors in Cache
Hit Ratios

The third experiment investigates how the effectiveness of the

Fig. 4 Grid network.

shortest-path routing and the optimal two-hop detour routing is
affected by measurement errors in cache hit ratios. Effectiveness
of cache-aware routings, including the optimal k-hop routing, de-
pends on the accuracy and timeliness of cache hit ratios at routers.
In this experiment, we simulate how the performance of the two-
hop detour routing is degraded when it chooses paths using dirty

cache hit ratios.
We use the same conditions with those in experiment E2 except

the computation of the average content delivery delay, which will
be explained below, and C1 = 20.

For a given condition (e.g., network topology, cache size C1,
cache sparseness M, and routing algorithm), we first determine
routes from all entities to the repository, and compute the cache
hit ratios at all routers using our ICN performance analysis [16].
We regard these cache hit ratios as dirty cache hit ratios; i.e., con-
taminated cache hit ratios used by the optimal two-hop detour
routing. As genuine cache hit ratios, we randomly generate 100
sets of cache hit ratios using a parameter ε. Specifically, every
cache hit ratio is multiplied by a random number following the
uniform distribution [1 − ε : 1 + ε]. By definition, the cache hit
ratio which is larger than 1 is truncated to 1.
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Fig. 5 Cluster network.

4. Results and Discussion

4.1 E1: Effect of Giant Cache
Average content delivery delays under shortest-path routing

and optimal two-hop detour routing when changing the cache size
of router 1 are shown in Figs. 2 (b) and 2 (c). In these figures,
“proportional” indicates the proportional request pattern whereas
“Zipf” indicates the Zipf-distributed request pattern.

One can find from these figures that the optimality of the
shortest-path routing depends on the cache sizes of routers on the
path. It can also be found that the shortest-path routing is opti-
mal regardless of the content request patterns when cache sizes of
all routers are identical. Since the triangular network is equally-
balanced, it is intuitive that the shortest-path routing is optimal
when cache sizes are the same.

The larger the cache size of router 1 becomes, the less optimal
the shortest-path routing becomes. From Figs. 2 (b) and 2 (c), it
is found that the average content delivery delay under the opti-
mal two-hop detour routing becomes smaller when the cache size
ratio (i.e., the ratio of the cache size of router 1 to that of other
routers) exceeds approximately 2–3.

These results show that the shortest-path routing is optimal un-
der a balanced network (i.e., the network whose structure is uni-
form such as triangular network) with comparable cache sizes at

routers, and that the optimal two-hop detour routing archives a
better application-level performance when the cache size ratio is
large.

4.2 E2: Effect of Cache Sparseness
Average content delivery delays under shortest-path routing

and optimal two-hop detour routing when changing cache sparse-
ness M are shown in Figs. 3 (b), 4 (b) and 5 (b). To clearly reveal
differences in average content delivery delays with the shortest-
path routing and the optimal two-hop detour routing, detouring
inefficiency (the average content delivery delay with the optimal
two-hop routing/that with the shortest-path routing) are plotted in
Figs. 3 (c), 4 (c) and 5 (c).

One can find from these figures that the shortest-path routing
achieves the best performance when the cache sparseness is very
low (i.e., M = 1). This observation agrees with our finding in
the previous section; i.e., all networks used in experiment E2 are
equally-balanced so that the shortest-path routing is the optimal.

On the contrary, if the caches are sparse in routers (e.g., M = 2
or M = 3), the shortest-path routing shows worse performance
than that with the optimal two-hop detour routing in triangular
and cluster networks. In particular, the optimal two-hop detour
routing is quite effective in the triangular network with a large
cache size (e.g., C1 = 30) and modest cache sparseness (e.g.,
M = 2).

Surprisingly, regardless of the cache sparseness and the cache
size, the shortest-path routing is always optimal in the grid net-
work. This implies that the cache-aware routing, including the
two-hop detour routing, should be carefully deployed since the
(generally complex) cache-aware routing does not always achieve
better performance than the simplest shortest-path routing.

In the following, we discuss the effectiveness of the shortest-
path routing in ICN. From Figs. 3 (c) through 5 (c), except for
cases with M = 2, 3, 4 in the triangular network, the difference in
the average content delivery delay with the shortest-path routing
and that with the optimal two-hop detour routing is about 10%,
which implies that the shortest-path routing can achieve sufficient
performance without using complex routing mechanisms such as
the optimal two-hop detour routing. Note that, in our experi-
ments, the ratio of the average content delivery delay with the
shortest-path routing to that with the optimal two-hop detour rout-
ing (Figs. 3 (c) through 5 (c)) is not affected by the value of link
delay. Therefore, even though link delays are varied, our obser-
vations are still valid.

4.3 E3: Robustness against Measurement Errors in Cache
Hit Ratios

Average content delivery delays under the shortest-path routing
and the optimal two-hop detour routing are shown in Figs. 6 (a)
and 7 (a). Also, degradation factors for a given content routing,
which is defined as the ratio of the average content delivery de-
lays calculated from dirty cache hit ratios to those calculated from
genuine cache hit ratios, are shown in Figs. 6 (b) and 7 (b). Fig-
ures 6 and 7 show the results for ε = 0.5 and ε = 1.0, respec-
tively. In those figures, average content delivery delays sorted in
descending order are plotted.
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Fig. 6 Effect of errors in cache hit ratios (triangular network, ε = 0.5).

One can find from these figures that, even though the cache
hit ratios include errors, the shortest-path routing is still better
than the optimal-two hop detour routing in the case of M = 1.
Hence, both of the shortest-path routing and the optimal two-hop
detour routing are affected by measurement errors. In particular,
it is found that the variation in average content delivery delays
with the optimal two-hop detour routing is large in the case of
M = 2, 3. On the contrary, the shortest-path routing achieves al-
most the same performance regardless of measurement errors in
cache hit ratios in the case of M = 2, 3.

4.4 Discussion
In the following, we answer research questions described in

Section 1 from observations in experiments E1–E3, and discuss
the optimality of the shortest-path routing in ICN.
Q1. Under a given condition, of the shortest-path routing or the

optimal k-hop detour routing which is suitable in terms of
the average content delivery delay?
The shortest-path routing is suitable when the network is bal-
anced and cache sizes of routers are homogeneously allo-
cated (i.e., cache sizes of all routers are equal). In contrast,
the optimal k-hop detour routing is suitable when variation
in cache sizes is large; i.e., a specific router has a giant cache
or a part of routers have caches.

Q2. How robust are the shortest-path routing and the optimal k-

Fig. 7 Effect of errors in cache hit ratios (triangular network, ε = 1.0).

hop detour routing against measurement errors in cache hit
ratios at routers?
When cache sizes of routers are homogeneously allocated,
average content delivery delays with both of the shortest-
path routing and the optimal two-hop detour routings in-
crease due to measurement errors in cache hit ratios. In
contrast, when cache sizes of routers are heterogeneously
allocated, the average content delivery delay with only the
two-hop optimal routing is degraded.

5. Conclusion

In this paper, we have investigated the optimality of the
shortest-path routing in terms of application-level performance
metrics. Specifically, we have compared the average content de-
livery with the shortest-path routing and that with the optimal
two-hop detour routings through a number of experiments. Our
findings include that the shortest-path routing is suitable when
the network is balanced and cache sizes of routers are homoge-
neously allocated, and that the optimal k-hop detour routing is
suitable when the variation in cache sizes is large. Furthermore,
we have investigated the robustness of the shortest-path routing
and the optimal k-hop detour routing against measurement er-
rors in cache hit ratios. Consequently, we have shown that the
shortest-path routing achieves almost the same performance re-
gardless of measurement errors in cache hit ratios when cache
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sizes of routers are heterogeneously allocated.
Our future challenges include experiments with realistic net-

work topologies and the performance comparison in terms of
other application-level metrics such as throughput.
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