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With the spread of multicore processors, it has been possible to improve processing performance by mul-
tithreading. However, some programs can not be able to get its source code, and can not be parallelized at
source code level. To solve this problem, automatic parallelization of binary code using binary translation
technique has been proposed. Based on this background, we have proposed a system that translates a binary
code into the intermediate representation of the LLVM compiler infrastructure (LLVM IR) and parallelizes
a program utilizing LLVM compiler passes. However, in the parallelization of LLVM, code analysis and code
generation passes are closely connected, and it takes a lot of time and effort to reuse them to implement new
parallelization methods. In this research, we propose directives like OpenMP in LLVM IR to independently
develop and execute code analysis and code generation passes for parallelization. As an initial implementa-
tion, we develop a directive for for-loop and compiler passes for parallelizing LLVM IR based on it. As a
result of experiments, programs parallelized by our directive output the same result as the sequential one,
and they achieved speedup almost same as the programs parallelized at source code level using OpenMP
APIL.

This is the abstract of an unrefereed presentation, and it
should not preclude subsequent publication.
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