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Higashi-Hiroshima, 724 Japan
In this report, we propose to introduce the neural nets to the database
system. For the real-time applications, the rapid data processing using
neural nets plays an important role, but several problems must be solved

to achieve it. We state the outline of essential points, and will have a
good solution each.



Outline of Our Research

We introduce the neural nets to the database system. This may be regarded as the
introduction of an Al ( artificial intelligence ) technique as in Fig.1, but it differs
explicitly as follows; The conventional Al technique uses the explicit knowledge
representation, where deduction and/or induction are applied by rules{1,2]. The neural
net, however, has- no explicit knowledge representation, -and therefore, can avoid a
cumbersome problem, the knowledge acquisition.

The MBR ( Memory-Based Reasoning?) system[3] isa typical example with the same
research direction, when regarding the MBR model is an extremal case of neural nets.
The MBR system, however, requires a massively-parallel processor such as the
Connection Machine, which is-not appropriate for a client machine, . It may fit a server
machine, but we facus on a smaller machine, because the client wants to have each own
machine with his/her phﬂosophy, and the massively-parallel processor is too huge.

. Our system is gh__v;ded into two pha_ses as in Fig.2, ie., the classification and the
operation. The classification is made by categorizing the database as in Fig.3.,-and this
phase through the neural net differs in nor-using explicit knowledge representations

The second phase, the operation, includes a wide variety. A simple example is
" join " in the relational databases, but it is not exact join as in Fig.4. We call the join
between categorized databases the approximate join ( in short, A-join ), which is not
exact but executed very rapidly. ( OQur purpose is in the real-time applications[4]. )

More interesting operations are the cooperative and/or competitive behaviors as in Fig.5 -
and Fig.6, respectively, which are realized by the multiple neural nets. »The interactive
behaviors among neural nets are regarded as those among machines:( e.g, automata ), and
the AND/OR-parallel behavior is an elemental factor. When applying the system to the
real-time applications, however, not every behavior is parallel, and the time-dependent
behaviors are also indispensable. . In: this sense, the newral net.with states -as in Fig.7
becomes an appropriate model to the database access. The neural net with states are also
constructed by learning as in the conventional neural net.

The implementing issue ‘(: that is our final purpose! ) is not described here, but show
several references[5, 13-20].

In this report we sketch briefly each point, because each section consists of deep
contents, although some of them are not completed yet.

Information Filtering through Neural Net
Any kind of data is applicable for our system as in Fig.2, but the preprocess for some
kind of data ( e.g., the sentence written in a natural language ) may be required when the

data set is not a form of database.  This preprocess is similar to that in the MBR
system[3,5]. To focus on the main discussion, suppose that the database be a typical one
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(e.g., the table ).

As the neural net, the multilayer perceptron type ( in short, MLP ) is well-known with
the error Back Propagation learning algorithm(.in short, BP )[6]. The MLP is also
applied to the sematic applications ( e.g., the natural language processing ), but the BP
seems not to be appropriate for such applications. On the other hand, the self-organizing
type is recently coming up, and the Kohonen net ( in short, K-net ) is the most popular
among them.

The Al technique using an explicit knowledge representation is based on the inference (
deduction and/or induction ). For the problem to obtain easily the knowledge the Al
technique is enough powerful, but for the cumbersome problem it is not. We propose to
use the neural net ( which has no explicit knowledge representation ) instead of getting
the explicit knowledge representation ( e.g., rules ). More precisely, we propose to use
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the K-net as a self-organizing neural net for the database access[5]. The K-net is known
to be powerful for the pattern recognition and the signal processing[7], but we insist that
the K-net is powerful also for the deep semantic application such as the database.  When
applying the LVQ ( Learning Vector Quantization ) algorithm to the database, it behaves
just like the case of the pattern or the signal, if the database consists of the quantitative
expression. ( Otherwise, we need the preprocess, but the K-net can be applied also for
the qualitative expression. )

As aresult, the database is categorized as in Fig.3. When representing this function by
fas in Fig.3, fis understood to be a set of rules in the Al technique. In the classification
using the neural net, however, f is not clear, but enough powerful. Mathematically, f can
be represented by a set of rules, if we get a categorized partition, but it is meaningless for
the database with complex factors. The mathematical characterization of f using the
neural net is partially reported in [8,9].

This is the first feature of our system. The MBR is the extremal case that f is the
identity mapping, and no partition occurs. Then, the MBR requires a tremendously large
space, while our system is realized by a small system.

Similarity-Based Reasoning by Neural Nets

We can realize a relational operation in our system adding Ichikawa's database[10] to the
K-net. The "join" between categorized databases differs from the exact join, and
therefore, we call it the approximate join ( in short, A-jein ) to distinguish it with the -
exact join. Moreover, we call the reasoning on the approximate operations the .
similarity-based reasoning ( in short, SBR ).

Example.

we show a list of used cars;

USED CARS of five elements : ( name, year, price, purpose, imported or not ).
(Rover, '90, $10,000, leisure ,imported )
(Audi, '88, $20,000, leisure, imported )
(Peugeot, '90, $15,000, business, imported )
( Civic, 90, $10,000, business, domestic ).

For filtering of the database, we need the category for each reference data (vector) to
apply Kohonen's LVQ algorithm. Then, we add the category to the reference vector ( if
itis not attached yet ). For the case of easy categorization the learning time steps are
extremely reduced.

The join is classified into many types, but we focus on only Ichikawa's join{10]. The
join operation between two relational databases of n elements each takes Q( n2 ) steps,
and therefore, the hardware acceleration is needed for the large-scale databases in real-
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time applications. The A-join in Fig.4 is the join between the sets of reference data (
vectors ), and takes only O( k2) steps, where k is the maximum number of reference
data ( vectors ), supposed to be 64 - 256 in our system, and unchanged for n.
Mathematically, k is the number of equivalence class ( based on "similarity" ) and is
extremely reduced from n, the number of data ( vectors ) of the ongmal set.

To demonstrate the A-join, we introduce a new list as follows;
CUSTOMERS

(Customerl, >'90, <$10,000, business, domestic)

( Customer2, >'87, <$18,000, leisure, imported ).
Clearly, Customerl is just recommended to buy Civic in USED CARS, since the join (
then, also the A-join ) holds between two lists. No other exact join holds between two
lists, but the A-join may hold. Really, Audi and Customer2 is the case of A-join
between USED CARS and CUSTOMERS.  Each list described as the above should be
viewed as the list of reference data ( vectors ). o

The operations between two databases are similarly defined as the above, and we have
the SBR ( similarity-based reasoning ) as a 31mp11ﬁed version of MBR. The SBR is
quite natural for a set of neural networks. The MBR is an extremal case of neural
networks, but requires the huge system. On the other hand, the SBR is realized in the
small system using several chips[S]. The SBR in the neural networks is born by
reasoning with the combination of Kohonen net and Ichikawa's database.

Interaction among Neural Nets with States

The behaviors among more than one neural nets include the cooperation andlor the
competition as in the distributed AI system. From the viewpoint of parallelism the
fundamental behaviors of machine are the AND-parallel and the OR-parallel. The
cooperative behavior of neural nets includes both AND-parallel and OR parallel as in
Fig.5. The explicit representation of states in the neural net is unnecessary for the time-
independent system.

For the time—dependent system the explicit representation of states becomes essential,
because the access to the database is often exclusive with each other as in Fig.6. ( This is
the case of competition, but the states are important also for the case of cooperation if the
system is time-dependent. ) From the viewpoint of machine the case of Fig.6 occurs
when more than one machines want to write each own data to the same address. To
represent such a complex system the neural net with states as in Fig.7 is an appropriate
model, and the competitive behavior is represented by the interaction among more than
one neural nets with states.

We omit the details of the interaction among neural nets with states for the sake of page
limit. '
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Remarks

The most important point using the neural nets is how fo make it learn. In our system
we need two kind of learning, i.e.,

1) Learning at classification, and

2) Learning at interaction,

which correspond to the phase 1 and the phase 2 in Fig.2, respectlvely For each we
prepare them as follows;

1) LVQ algorithm, and

2) New algorithm using neural nets with states.

About 2) we will state the details in near future.

Our research is originally based on architecture, and the early,ihachines[l 1,12} are
inference-based as the same as in a lot of other researches.  Since 1987, however, we
start the reseaches of machines with no explicit inference, i.e., the neural net machinef$5,
13-20]. This report describes an application of such machines. '
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