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Condition-based Infrastructure Maintenance Optimization
with Combinatorial Q-Learning

Akira Tanimoto1,2,3,a)

Abstract: Planning of infrastructure maintenance is a large-scale optimization problem of planning when and which
components to perform maintenance so as to keep the whole infrastructure in good condition with a minimal main-
tenance cost. Recent advances of condition monitoring techniques enabled timely maintenance in response to the
condition of each part regardless of its age. In addition to the condition, the spatial structure is also important for
efficiency in infrastructure maintenance since the traveling cost and/or setup cost can be saved by simultaneous main-
tenance of neighboring components, which is called economic dependency. This optimization problem naively has the
high computational complexity of O(2nH), where n is the number of components and H is the planning horizon, and
also the predictive modeling of degradation is another big issue. To solve this problem efficiently at scale, our proposed
method utilizes two kinds of dynamic programming for temporal and spatial scalability and consequently enjoys O(n)
complexity at each time step. For temporal scalability, we employ a direct modeling approach for the action value
of maintenance instead of modeling degradation, namely, Q-learning. And for spatial scalability, we exploit locality
in economic dependency via a reasonable approximation of the Q-function. A considerable baseline approach is that
one divides the whole infrastructure into fixed groups of neighboring components beforehand and decides to perform
maintenance or not for all the components in each group at each time step. On the other hand, our scalable method
enables fully combinatorial optimization for each component at each time step. We show the advantage of our method
in a simulated environment, and the resulting maintenance history intuitively illustrates the benefit of our dynamic
grouping approach. We also show that our method has a kind of interpretability in the optimization at each time step.

Keywords: Infrastructure maintenance planning, Reinforcement learning, Q-learning, Combinatorial optimization,
Dynamic programming

1. Introduction
We consider an infrastructure maintenance planning problem

for road surfaces of highways, water, oil, and gas pipelines, and
so on. In each discretized time step, the maintenance decision
maker considers which components, or the small patches of the
road surface, should be maintained based on regularly observed
condition of each component. If some patches are almost deterio-
rated and geospatially neighboring, simultaneous maintenance is
economical as shown in Fig. 1.

A huge maintenance cost is paid to keep the infrastructure in
good condition since the condition of an infrastructure is critical
in terms of safety, conformity, and prevention of economic loss
caused by emergent corrective maintenance or availability loss.
We focus to reduce the total cost, i.e., the sum of the maintenance
cost and the condition cost (risk) caused by a deteriorated infras-
tructure.

Total cost minimization by maintenance planning is well in-
vestigated in literature [7]. For multi-component systems, those
that have multiple maintenance targets, so-called economic de-
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Fig. 1 Comparison of road maintenance policies. Performing maintenance
of longer sections that cover multiple deteriorated patches may cost
less in the long run. That is, when multiple components are main-
tained simultaneously, overall maintenance costs are reduced since
traveling cost of the maintenance team, and/or setup costs are saved;
this is called economic dependency. Thus, fixed section-based main-
tenance policy (b) is preferable than independent maintenance pol-
icy (a). Proposed dynamic grouping policy (c) is computationally
expensive but is more flexible than the two baselines. Results of our
experiment shows the advantage of our approach and the resulting
maintenance history illustrates why the proposed policy is notably
better.
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pendency of the targets and group-based maintenance is often dis-
cussed [3], [12]. Infrastructure maintenance can also be regarded
as multi-component maintenance by considering small patches
as components. In road maintenance, for example, cost savings
can be realized by maintaining larger sections instead of small
patches [1], [12]. In [13], maintenance optimization technique
for infrastructure network is proposed. They formalized a special
type of economic dependency for infrastructure network, namely,
the network topology dependency (NTD), and proposed an opti-
mization method under the benefit of maintenance for each com-
ponent given. NTD assumption reflects the locality of economic
dependency in infrastructure maintenance; i.e., the cost reduction
is realized only when the neighboring components are maintained
simultaneously. To consider complex economic dependency such
as NTD, combinatorial optimization is required, and the compu-
tational complexity is high. The proposed optimization method
in [13] exploits the submodularity in NTD for computational ef-
ficiency.

These maintenance optimization methods for multi-component
systems are mostly built on the time-based maintenance (TBM)
setting, in which each component has a predefined lifetime. Thus,
the benefit of maintenance for each component can be calculated
but the uncertainty in the deterioration process is not consid-
ered. On the other hand, thanks to the recent development of
health condition monitoring technologies, the actual condition of
each component of an infrastructure is becoming observed almost
timely. To name a few, image processing [2] and sensor networks
[8] for road surfaces, and fiber optic sensing for pipelines [6], [9].
These sensing technologies contribute to cost savings since only
deteriorated components are maintained regardless of their age,
which policy is known as condition-based maintenance (CBM).
Note that, CBM includes a wide range of maintenance concepts,
which are characterized as predictive maintenance helped by con-
dition monitoring technologies.

Optimization for multi-component CBM is not straightforward
due to the economic dependency and the uncertainty in condition
degradation. Actually, the optimization for that setting is com-
putationally much harder than TBM when taking the uncertainty
into account. Studies for condition-based maintenance of large-
scale multi-component systems such as those for infrastructures
are limited. Existing work in this context [11], [15], [16] for sys-
tems such as those for heavy vehicles assumes simple economic
dependency, i.e., constant maintenance costs or cost reductions
regardless of the number of components or which components
are to be maintained. Since infrastructures are geospatially dis-
tributed systems with large numbers of components, the locality
of economic dependency such as NTD should be considered.

A simple heuristic approach to avoid the whole combinatorial
optimization in respect to locality is dividing the whole infras-
tructure into larger local sections in advance, which is called fixed
section-based maintenance policy as illustrated in Fig. 1(b). Al-
though, this simplified approach lacks flexibility in optimization,
which leads to limited performance.

To fully consider the local economic dependency and optimize
large-scale maintenance actions efficiently, we employ two kinds
of dynamic programming techniques for temporal and spatial

scalability. For temporal scalability, we employ a direct modeling
approach of a cost-benefit evaluator, that is, Q-learning [17]. Q-
learning aims to learn the total cost-benefit in the long run under
the observed condition as the state-action value function (known
as the Q-function), Q(s, a). Once Q-function is learned, one can
easily evaluate the maintenance action without assessing the un-
certain future degradation. Moreover, for spatial scalability of
combinatorial optimization of actions, we propose an approxi-
mated Q-function model and a linear-time optimization algorithm
by exploiting the locality in the economic dependency. The scal-
able action optimization is necessary also for learning Q-function
since the Q-learning requires the optimal value mina Q(s, a) in
each learning iteration. Although our Q-function is simple, re-
alized dynamic grouping of neighboring maintenance targets in
Fig. 1(c) turned out to be significantly better than the fixed
section-based approach.

In addition to the performance, our proposed method has a kind
of interpretability. Since maintenance decision makers often have
the responsibility for safety, the interpretability of optimized so-
lution matters. In our parametrized Q-function, the maintenance
benefit for each component and cost are separated. And thus, the
estimated benefit for each component can be shown in the same
figure with the condition of each component, which enables the
decision makers to assess the cost-benefit tradeoff. The detailed
discussion is in Section 5.

We compare our dynamic grouping approach and the fixed
section-based approach in the experiment since the independent
maintenance policy shown in Fig. 1(a) is included in the fixed
section-based maintenance policy as the setting of section length
(window width) is one. The optimized maintenance history gives
an intuitive explanation of the advantage of determining groups
dynamically.

For the geospatial structure of the maintenance targets, we
focus on one-dimensional (1-D) cases such as highways and
pipelines, which is the simplest case to demonstrate the advan-
tage of our approach. In addition, most part of the highway, for
example, is one-dimensional. For the highway network, a com-
bined policy of fixed section-based for intersection and branching
part and dynamic grouping for the rest would work.

2. Problem Formulation
We determine when and which maintenance targets (small

patches of road or pipeline) should be maintained to minimize
the cumulative cost including future maintenance cost and con-
dition cost. We assume the current cost is given explicitly as the
cost function Cost(s, a), where s = {si}i, si ∈ R is the state (con-
dition) and a = {ai}i, ai ∈ {0, 1} is the action taken at each time
step (ai = 1 represents that the maintenance is performed for the
i-th patch).

The final goal is as follows. At each time step t, given the
observed states (or the condition) st ∈ R

n, where n is the num-
ber of maintenance targets, we determine which targets are to be
maintained to minimize the expected total cost in the long run
in regard to future actions assumed to be optimized. Thus, the
optimal action for the time step t is
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Fig. 2 Cost of maintenance action assumed in one-dimensional targets en-
vironment.

a∗t = arg min
a∈Γ(t)⊆{0,1}n

{
Cost(st, a)

+ min
{at′ }

t+H
t+1

t+H∑
t′=t+1

βt′−t E
st′ |st ,at ,...,at′−1

[Cost(st′ , at′ )]
}
,

(1)

where β ∈ [0, 1] is the discount parameter, H ∈ N ∪ {∞} is the
prediction horizon, and Γ(t) is the feasible set of actions. at,i is the
maintenance action for i-th target at t. In the following sections,
we assume Γ(t) = {0, 1}n.

For the cost function, it is reasonable to be separated into main-
tenance (action) cost and condition (state) cost; namely,

Cost(s, a) = Ca(a) + Cs(s).

And the local economic dependency in action cost is formalized
as follows.

Ca(a) := a1(cw + ct) +

n∑
i=2

ai{cw + (1 − ai−1)ct}, (2)

where ct and cw are given constants that represent the traveling
costs occurring once for neighboring patches maintained simul-
taneously and working costs for each patch, respectively. Fig.
2 illustrates the calculation of the action cost. The interaction
term −aiai−1ct represents the local economic dependency, which
comes from the savings of traveling costs. Although only the
dependency of one-neighboring components is modeled in (2),
one can easily extend the length of the locality considered, i.e.,
including the term −aiai−kck, and the computational complexity
would be O(n2k) in our optimization approach. We restrict k = 1
for simplicity.

For the state (condition) cost function, we assume the indepen-
dence of each component. The dependent state cost setting is also
studied as the stochastic dependency in [16], though we focus on
economic dependency. For the state cost of each component, it
is reasonable to assume some non-decreasing function. In our
experiment, we set the following hinge cost.

Cs(s) := cs

n∑
i

(si − α)+, (3)

where (x)+ := max{x, 0}, cs and α are given constants.
In addition, we assume plenty of training data D of mainte-

nance history under some unknown policy given instead of ac-
curate prediction of the condition degradation or the benefit of
maintenance for each component.

3. Related Work
Condition-based infrastructure maintenance planning at scale

is not investigated well. We introduce some related work and
make the difference from our setting clear.

3.1 Multi-Component Maintenance Optimization
The most related area is multi-component maintenance opti-

mization. In [12], various types of dependency of components
including economic dependency are reviewed. Especially, net-
work topology dependency in [13] is the most related setting to
our local economic dependency. However, in this area, basically
time-based maintenance is assumed, in which the maintenance
benefit is given or easily calculated since the aging process is de-
terministic. To the best of our knowledge, condition-based multi-
component maintenance at scale is a novel setting.

3.2 Model-based Combinatorial Optimization
While we adopted model-free approach, Q-learning, model-

based approach is also considerable. In model-based approach,
first, the transition model st = M(st−1, a) is estimated, and then,
based on the estimated model, the action optimization and the
future prediction to some prediction horizon are iteratively per-
formed. Since this approach is computationally complexed, exist-
ing work [11], [15], [16] assumes simple economic dependencies.
In other areas out of maintenance, rebalancing in bike sharing is
thought to be a maintenance task in that bike inventory in each 2-
D distributed station is maintained to be not empty or full. In [10],
combinatorial optimization based on predicted values for such a
problem; however, stations are clustered in advance. The advan-
tage of our approach is determining maintenance groups dynam-
ically, i.e., combinatorial optimization is performed in every time
step.

4. Method
The general framework we adopted for this problem is fitted-

Q learning [14] described in Algorithm 1. The difference from
the original work is the combinatorial optimization in the loop
min

a′
Q(s, a′) and the model of the Q-function tailored for our

problem setting.
Fitted Q-learning is an off-policy Q-learning method, namely,

the training data generated from unknown policy is only needed
for training, while on-policy learning updates its parameters with
performing experiment in the real environment. In mission criti-
cal systems such as infrastructure maintenance, online update is
not feasible, and the maintenance history by human experts is of-
ten available. In addition, the future value mina′ Qθ(st+1, a′) is not
differentiable with respect to θ due to the discrete optimization in
a. Thus, in fitted-Q learning, the derivative is taken only for the
current value and the future value is fixed.

4.1 Q-function Approximation for Maintenance Optimiza-
tion

The key enabler of scalable optimization in this paper is to
consider only local interactions of actions. Considering that Q-

3ⓒ 2020 Information Processing Society of Japan

Vol.2020-MPS-127 No.23
2020/3/3



IPSJ SIG Technical Report

Algorithm 1 Fitted-Q for maintenance optimization
Input: D = {st , at , rt , st+1}t , β,Cost(·, ·).

initialize θ.
k ← 0
while no convergence is met do

get (st , at , st+1) fromD in random order.
y← Cost(st , at) + βmin

a′
Qθ(st+1, a′)

Lθ′ := 1
2 (y − Qθ′ (st , at))2

γk = (2 + k)−1/2

θ ← θ − γk
dLθ′
dθ′ |θ′=θ

k ← k + 1
end while
return θ

function is the approximation of (1) except for current state cost
Cs(st), Q-function consists of current action cost Ca(a) and dis-
counted future costs, which is induced by degraded components.
From this observation, we separate Q-function into action cost
and the condition evaluation. We assume complete maintenance,
i.e., the evaluated state values of maintained components are as-
sumed to be constant, which we set to zero. And also, we approx-
imate the state evaluation independent samely as in [13]. That is,
the benefit of performing maintenance is assigned to each com-
ponent separately. The resulting formulation is the following.

Qθ(s, a) := Ca(a) +

n∑
i

(1 − ai)q(si; θ) + θ0. (4)

This separation of state evaluation is actually an approximation
since neighboring degraded components in the future are easier
to perform maintenance than distributed ones, which is not rep-
resented in our separate formulation. However, we adopted sepa-
rated state evaluation mainly for both the simplicity of q function
and the interpretability. In this formulation, the value q(si) can
be interpreted as the priority of performing maintenance for i-th
component. The detailed discussion is in Section 6.1.

4.2 Q-function Optimization via Dynamic Programming
Our approximated Q-function can be optimized with respect

to the action in linear time via dynamic programming. This is
because, thanks to the locality of economic dependency, the op-
timal action of a patch depends only on the optimal action of the
neighbors; i.e., it has the substructure optimality as shown below.

First, we define the partial value function vi(a) as

v1(a) :=a1(cw + ct) + (1 − a1)q(s1),

vi(ai) := min
a1 ,...,ai−1

{
ai(cw + ct) + (1 − ai)q(s1)

+

i∑
i′=2

ai′ {cw + (1 − ai′−1)ct}

+

i∑
i′+1

(1 − ai′ )q(si′ )
}
.

Note that, the minimization of vn(a) is equivalent to that of the
whole Q-function.

min
an

vn(an) + θ0 = min
a1 ,...,an

Qθ(a, s).

Algorithm 2 Dynamic programming for optimizing a
Input: st , θ.
Output: a∗ = arg min

a′∈{0,1}n
Qθ(st , a′)

% forward step
v1(a1 = 0) = q(s1; θ)
v1(a1 = 1) = cw + ct

for i = 2, ..., n do
ai−1(ai = 0) = arg min

a′∈{0,1}
vi−1(ai−1 = a′) + q(si; θ)

vi(ai = 0) = min
a′∈{0,1}

vi−1(ai−1 = a′) + q(si; θ)

ai−1(ai = 1) = arg min
a′∈{0,1}

vi−1(ai−1 = a′) + (1 − a′)ct + cw

vi(ai = 1) = min
a′∈{0,1}

vi−1(ai−1 = a′) + (1 − a′)ct + cw

end for
% backward step
a∗n = arg min

a′∈{0,1}
vn(an = a′)

for i = n − 1, ..., 1 do
a∗i = ai(ai+1 = a∗i+1)

end for
return a∗ = {a∗i }i

The point is that the partial value vi(ai) depends on the combi-
nation of actions {ai}i only through the neighboring partial values
{vi−1(ai−1)}ai−1 ; namely,

vi(ai = 0) = min
ai−1
{vi−1(ai−1 = 0) + q(si),

vi−1(ai−1 = 1) + q(si)},

vi(ai = 1) = min
ai−1
{vi−1(ai−1 = 0) + ct + cw,

vi−1(ai−1 = 1) + cw}.

This property means that we only have to calculate the partial val-
ues {vi(a = 1), vi(a = 0)}i∈[n] to get the optimal action a∗, which
takes only linear time with respect to the number of components
n. The detailed algorithm is described in Algorithm 2.

4.3 Modeling qi: the maintenance priority of i-th target
The state value qi = q(si; θ) in (4) represents the priority (or the

benefit) of performing maintenance for i-th component. Since the
state cost Cs(s) is non-decreasing in si, q(si) should also be non-
decreasing. In addition, components that maintenance performed
are evaluated as zero except for maintenance costs, therefore the
benefit for each component should be assigned non-negative val-
ues. Considering these properties, we employ the following non-
negative and increasing parameterization for q.

q(si; θ) :=
θ3

θ1
log (1 + exp(θ1(si − θ2))). (5)

The parameter θ1 controls the smoothness. Since we adopt non-
linear parameterization for q, convergence is not guaranteed [4].
Thus, we try several initial parameters for θ.

5. Experiment
We demonstrate the effectiveness of this approach with a sim-

ulated environment.

5.1 Environment settings
In the field of maintenance, there often is a variety in degrada-

tion rates of components, which is why CBM is employed instead
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Table 1 The initial parameters tested

θ0 {0.1, 1}
θ1 {0.05, 0.1, 0.2, 0.5, 1, 2}
θ2 {20, 25, 30, 35, 40, 45, 50}
θ3 {0.1, 0.3, 1, 2}

of TBM. To reproduce these conditions, we employ the following
transition models {Mi} as the environment.

Mi(s, a) =

1.1s + ε∆i (a = 0)

1.0 (a = 1),
(6)

ε ∼ exp(N(0, 1)), (7)

where ∆i is the characteristic degradation rate for i-th target,
which is generated by sampling from ∆

(base)
i ∼ exp(N(0, 1.3))

and then applying the Gaussian filter (std = 2) for smoothness.
For the cost function, we employed the state cost function Ca

in (3) with the parameters α = 50, cs = 1 and the action cost
function Cs in (2) with the parameters cw = 2, ct = 10.

5.2 Training and testing settings
We set the number of targets n = 1000 and the training and

the testing period Ttrain = {0, . . . , 1000},Ttest = {1001, . . . , 2000},
respectively. To generate the training data, we adopted the fixed
section-based policy in (8) with the parameters w = 10, θt = 45.

The random values ∆i and εt,i are the same for all policies
tested, i.e., CBM with various parameters and the proposed pol-
icy.

We set the discount parameter βtest = 1 for the test period.
For the training period, too large discount parameter causes di-
vergence, and thus we set βtrain = 0.9.

We tried initial parameters of the Cartesian product of the can-
didate shown in Table 1 and selected the best parameter that min-
imizes the training objective

∑
t∈Ttrain

Lθ.

5.3 Baseline method: fixed section-based CBM
As the baseline method, the fixed section-based CBM approach

(Fig. 1(b)) is examined. With the parameter of window width w,
the targets are split into intervals in advance, and the action is
taken for all targets in the section if the most degraded target in it
is greater than the threshold θt.

πCBM(ai = 1|s) =

1
(
max
j∈Ai
{s j} j ≥ θt

)
0 (otherwise),

(8)

where Ai = { j | b j/wc = bi/wc} is the set of components that is
in the same section with i-th component. The resulting condition
history with parameters (w = 10, θt = 50) is shown in Fig. 3,
which is also used for generating training data. Performance un-
der this policy is sensitive to the parameters as shown in Fig. 4.
These parameters have to be optimized somehow using the train-
ing data, and which is another issue. To simplify the discussion,
we used the optimal parameters selected by the test performance,
and show our method with learned parameters still outperforms
the baseline with the optimal parameters.

Fig. 3 State history {st,i}t,i under fixed section-based CBM policy (in Fig.
1(b) and (8)). Dark regions are degraded and thus need maintenance.

Fig. 4 Performance of fixed section-based maintenance policy in various
hyperparameters. The performance is strongly dependent to the hy-
perparameters, the window width w and the threshold θt , and how to
optimize them beforehand is not straightforward. Nonetheless, as a
baseline method, we can assume these parameters are somehow op-
timized appropriately using the training data, thus we compare our
method with the baseline method under the best hyperparameters in
the test period (w = 7, θt = 45).

Table 2 Performance comparison
Section-based CBM
with best parameters Proposed method

Total cost 4.76 × 105 4.31 × 105

6. Result and Discussion
The proposed method outperformed the baseline approach

even when the best parameters (w, θt) in the test period are chosen
for the baseline, as shown in Table 2.

A possible explanation of the performance of dynamic group-
ing is illustrated in Fig. 5. Rapidly degrading targets (i ∈ [40, 45])
are frequently maintained with negligible expense by selecting
sections that cover such targets alternately (redlined in Fig. 5(b)).
This alternate selection of sections cannot be realized in the fixed
section-based approach, and we consider this is the benefit of the
flexibility of dynamic grouping.
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Fig. 5 Condition history under dynamic grouping policy with learned pa-
rameters (a). The better performance of our approach (in Table 2)
possibly comes from the exploitation of the local economic depen-
dency and the variety of the degradation rates. Rapidly degrading tar-
gets (extracted in (b) are maintained frequently with the small num-
ber of groups by selecting groups alternately (indicated by red lines).

6.1 Interpretability in optimization
The advantage of the separability approximation of the state

cost function, i.e., Cs(s) =
∑

i qi(si), is not only the computational
efficiency but also the interpretability in optimization. Black box
optimization is hard to accept for maintenance decision makers in
the field since they are responsible for the safety or have motiva-
tion for factors other than minimizing the explicitly defined cost
function with observed data. As shown in Fig. 6, q(si) can be
interpreted as the maintenance priority of i-th target. We can plot
them in the same graph with observed physical quantities, which
maintainers are familiar with.

7. Conclusion
In this paper, we presented a condition-based infrastructure

maintenance planning problem as a sequential and combinato-
rial optimization problem. This problem setting basically re-
quires large-scale combinatorial optimization for the combination
of current and future action of each component with considering
the uncertainty in the future condition. To realize the dynamic
grouping of small components of large infrastructures, we intro-
duced local economic dependency assumption for maintenance
cost. We proposed some approximations, namely, the Q-learning
approach for temporal scalability and uncertainty, and a parame-
terized Q-function and dynamic programming for spatially scal-
able optimization of Q-function, which exploits the locality in
economic dependency.

We demonstrated the performance in a simulated environment.
The resulting condition history shows the advantage of dynamic

Position (target) i

Condition, priority and recommended maintenance

Fig. 6 A possible user interface of the maintenance recommendation sys-
tem showing the current condition, current state cost, the estimated
priority of maintenance, and the recommended maintenance groups.
q(si) can be interpreted as the maintenance priority of i-th target and
we can plot them with observed physical quantities, which explains
the reason for recommendation.

grouping, that is, rapidly degrading targets can be maintained fre-
quently by selecting alternate sections with the small extra ex-
pense only in working cost. The proposed method is not only
better in performance but also interpretable, which we consider is
also important for the maintenance decision makers to accept the
recommended action. This is achieved by that the objective func-
tion of action optimization (Q-function) is separated into action
cost and the sum of maintenance priority for each component,
and which can be indicated in the same figure with the observed
condition of each component. By comparing the cost and the
maintenance priority, the maintenance planner can get to make a
reasonable decision.

The following are some remaining issues or limitations, and
possible extensions of our method. In real applications, histori-
cal data is sometimes limited. Since the transition of each target
in one time step is summarized into one sample in our approach,
our proposed method may be not sample-efficient. Thus, in those
cases, we have to consider incorporating a model-based approach
as in [5], in which the transition for each target is learned as a pre-
diction model M̂(si, ai). Also, in our experiment, we assumed that
the condition observations are noise-free, but in the maintenance
field, they often have severe noise or outliers. Therefore, estimat-
ing the true condition st, or calculating qi from many observations
(e.g., CNN-like model qi(st−τ:t,i−k:i+k)) is an important possible
extension. In addition, we focused on one-dimensional infras-
tructures. Other possible applications of the dynamic grouping
approach include whole network setting such as NTD, and two-
dimensionally distributed targets such as machine maintenance
and inventory management of vending machines, ATMs and so
on.
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