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Presentation Abstract

Design and Implementation of Relocatable Distributed Collection
Consisting of Subarrays Having Arbitrary Index Ranges
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Presented: July 26, 2019

In distributed and parallel computing, many applications need relocation of target data elements. It often
becomes a difficult work for developers to manage the location of elements. In this presentation, we propose
a distributed collection which stores element sequences with continuous index range in arrays and allows
insertion, deletion, and relocation of arrays or subarrays. We assume an APGAS parallel programming lan-
guage X10. The arrays are called Chunks and have an arbitrary range of long type index. The chunks can be
inserted to the distributed collection on each computing node. The relocation of elements is performed using
collective communication, and chunks will be split and relocated as needed. The distribution of index ranges
can be shared among computing nodes using collection communication. Developers can write programs based
on the logical index information provided by the distributed collection. Each computing node can perform
data parallel processing of elements in chunks assigned to the node efficiently.
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