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Abstract: When multiple applications at two sites connected by a best-effort service network through gateway (GW)
equipment communicate simultaneously, the receive rate of a high-priority application communication flow can be
smaller than its necessary bandwidth (BW). In this paper, we refer to this problem as the deficit in bandwidth of
a high-priority flow (DBHPF) problem. In order to handle this problem, we consider controlling the BW assigned to
each flow based on the available bandwidth (ABW) estimated by the GW. The estimated ABW can be larger than the
actual ABW due to the error in the estimation. Thus, the receive rate of a high-priority application can be smaller than
its necessary BW, even if the actual ABW is larger than the necessary BW. In this paper, we propose a priority-based
BW control method that estimates the receive rate of each flow using estimated ABW and related information, and
mitigates the effect of the DBHPF problem by controlling the transmission BW of each flow in order to compensate
for the difference between the estimated receive rate and the necessary BW according to the priorities of flows. We
call the proposed method estimated-receive-rate-based bandwidth control (eR2BC). We also propose a method for
ABW estimation with less overhead than existing methods. We conducted experiments using the proposed methods in
a virtual network constructed with virtual machines and confirmed that the proposed methods can mitigate the effect
of the DBHPF problem better than existing methods.
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1. Introduction

When multiple applications at two sites connected by a best-
effort service network through gateway equipment (GW) com-
municate simultaneously in a system (Fig. 1) such as a remote
maintenance system for ITS roadside units, the receive rate of
a high-priority application communication flow can be smaller
than its necessary bandwidth (BW), even if the available band-
width (ABW) between the two sites is larger than the necessary
BW. In this paper, we refer to this problem as the deficit in band-
width of a high-priority flow (DBHPF) problem. If the receive
rate of an application is less than its necessary BW, the appli-
cation may not receive the necessary data in time or it may fail
to receive the necessary data due to packet losses. For example,
the surveillance video image can be disrupted and the surveil-
lance can be adversely affected in the case of a video surveillance
application using streaming video. Thus, we consider that it is
useful to mitigate the DBHPF problem and make the receive rate
of a high-priority flow more likely to be equal to or more than the
necessary BW. If a GW does not control the bandwidth of each
flow when forwarding the aggregated traffic composed of multi-
ple flows, the network, including GWs, drops packets regardless
of the priority of the flows. Thus, if the sum of the necessary
BW of multiple flows is larger than the ABW, high-priority and
low-priority flows can be dropped, regardless of their priorities.
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A packet scheduler is often used in GWs to control the prior-
ity and the BW of flows [1]. A packet scheduler schedules the
packet transmission of each flow, so that the transmission rate of
the aggregated traffic is below the configured upper limit of the
transmission rate of the aggregated traffic. In the following, we
refer to the upper limit of the transmission rate of the aggregated
traffic configured in a packet scheduler as the upper limit of the
transmission rate. If the upper limit of the transmission rate of the
packet scheduler in the GW is larger than the ABW, a number of
the packets forwarded by the GW are dropped, regardless of their
priorities in the best-effort service network. On the other hand, if
the upper limit of the transmission rate of the packet scheduler in
the GW is smaller than the ABW, the ABW is not fully utilized.
Therefore, it is desirable to set the upper limit of the transmission
rate of the scheduler in the GW at the ABW. The GW, however,
must estimate the ABW used for packet scheduling because the
ABW is not fixed and always changes in best-effort service net-
works. These discussions lead to the idea of estimating the ABW
at the GW, so that it can adaptively control the BW of the aggre-
gated traffic.

The estimated ABW usually has some error and can be larger
than the actual ABW, which leads to the following problem. If the
estimated ABW is larger than the actual ABW, packets of a high-
priority flow are more likely to be dropped at the bottleneck link
in the best-effort service network. If packets of a high-priority
flow are dropped, the receive rate of the flow becomes smaller
than its transmission rate (Fig. 2). In the case of TCP, the trans-
mission rate of flows can become smaller due to the behavior of
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Fig. 1 Example of communication between two sites connected through
a best-effort service network.

Fig. 2 Example of the occurrence of the deficit in bandwidth of high-
priority flow problem.

the congestion control algorithm [2]. Therefore, the receive rate
of a high-priority flow becomes smaller than the necessary BW,
even if the GW sets the upper limit of the transmission rate at
the estimated ABW and allocates the necessary BW of the flow
to the transmission rate of the flow. Therefore, the GW must al-
locate a larger transmission BW than the necessary BW to the
transmission rate of a high-priority flow in order to mitigate the
effect of the DBHPF problem.

This paper proposes a method to mitigate the effect of the
DBHPF problem and evaluates its effectiveness. The contribu-
tions of this paper are summarized as follows:
i) We propose a priority-based BW control method executed by

a GW for mitigating the effect of the DBHPF problem, which
solves the drawbacks of the related studies. We call the pro-
posed method estimated-receive-rate-based bandwidth control
(eR2BC). Even though the related studies do not mention
the DBHPF problem directly, they deal with larger problems
which cover the DBHPF problem. The drawbacks of the re-
lated studies are as follows.

– The drawback of the combination of ABW estimation and
Priority Queueing is that multiple flows may not be able to
share the estimated ABW according to the necessary BW
of flows because the highest-priority flow can use all of the
estimated ABW.

– The drawback of the combination of ABW estimation, pri-
ority control and BW control based on the necessary BW of
flows is that no recovery measure is taken when the DBHPF
problem is caused.

– The drawback of OverQoS [3] is that the transmission of the
aggregated traffic can use only part of the estimated ABW.

– The drawback of CM [4] is that the applications need to be
changed to utilize the APIs provided by CM for mitigating
the DBHPF problem.

In the proposed method, GWs estimate the receive rate of flows
using information obtained from ABW estimation, and control
the transmission BW of each flow in order to compensate for
the difference between the estimated receive rate and the nec-
essary BW according to the priorities of flows.

ii) We propose an ABW estimation method that works with

smaller additional traffic as compared to existing methods.
iii) Through the evaluation of the proposed methods, we con-

firmed that the proposed methods can mitigate the effect of the
DBHPF problem.

We experimentally investigated the proposed methods in
a virtual network constructed with virtual machines. The
results revealed that the proposed methods can mitigate the
effect of the DBHPF problem better than existing methods.

The remainder of this paper is organized as follows. Section 2
describes related studies, and Section 3 explains the proposed
methods for mitigating the effect of the DBHPF problem and es-
timating the ABW. Section 4 shows the evaluation method and
the results of the proposed methods, and Section 5 concludes this
paper.

2. Related Work

The DBHPF problem is a problem in which the receive rate of
a high-priority flow in aggregated traffic becomes less than the
necessary BW of the flow when the aggregated traffic is trans-
mitted by GWs connected by a best effort service network. The
combination of priority control and BW control of flows based
on the estimated ABW of the aggregated traffic is relevant to mit-
igating the DBHPF problem. In addition to handling the priority
of flows, BW control is necessary so that the multiple flows can
share the ABW while mitigating the DBHPF problem. In this
section, we review the related work that can be used for mitigat-
ing the DBHPF problem in Section 2.1 and the related work for
ABW estimation in Section 2.2 respectively.

2.1 Related Work for the Mitigation of the DBHPF Problem
Priority Queueing packet scheduler (PQ) is generally used to

control the priority of flows. PQ transmits a packet of the highest-
priority flow that has some packets in the queue. When PQ
is used with the upper limit of the transmission rate set at the
estimated ABW obtained by an ABW estimation method, the
highest-priority flow can transmit packets at any rate up to the es-
timated ABW. Thus, the combination of ABW estimation and PQ
can mitigate the DBHPF problem to some extent. However, the
DBHPF problem can be caused by packet losses in the best effort
service network when the estimated ABW is larger than the actual
ABW. Since PQ transmits a packet of the highest-priority flow
that has some packets in the queue, the highest-priority flow can
use all of the estimated ABW if it tries to use all usable BW like
bulk data transmission by TCP. This leads to a problem where
multiple flows cannot share the estimated ABW while mitigat-
ing the DBHPF problem. We need to use BW control in addition
to priority control to allow multiple flows to share the estimated
ABW while mitigating the DBHPF problem.

A combination of ABW estimation, priority control and BW
control of flows based on their necessary BW can be used to al-
low multiple flows to share the estimated ABW while mitigating
the DBHPF problem. Hereafter, we call this method “the ba-
sic priority-based BW control method”. The basic priority-based
BW control method sets the transmission rate of each flow in the
packet scheduler at the necessary BW of flows in the descending
order of the priority of each flow under the condition that the sum
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of the transmission rate of flows does not exceed the estimated
ABW. If the estimated ABW is not large enough, the transmis-
sion rate of a low-priority flow in the packet scheduler can be less
than the necessary BW of the flow. The DBHPF problem can be
caused by packet losses in the best effort service network with
the basic priority-based BW control method. The drawback of
the basic priority-based BW control method is that no recovery
measure is taken when the DBHPF problem is caused. Refer-
ences [5], [6], [10] explained in Section 2.2 use a packet scheduler
to control the transmission rate of each flow, and it is considered
that they adopt the basic priority-based BW control method.

Subramanian et al. propose OverQoS [3], which controls the
priority and BW of flows in aggregated traffic and aims to guar-
antee the receive rate and the packet loss rate statistically. Refer-
ence [3] proposes a) a method to calculate the minimum estimated
ABW (Cmin) which is expected to be available in the network with
the probability specified by a configuration parameter and b) re-
dundant transmission method which maintains the packet loss
rate of the flow less than the specified value given as a configu-
ration parameter. OverQoS can mitigate the DBHPF problem by
using a packet scheduler with the upper limit of the transmission
rate set at Cmin for BW control in order to allocate the necessary
BW to high-priority flows. However, the upper limit of the trans-
mission rate of the packet scheduler needs to be set at Cmin which
is usually less than the estimated ABW. This leads to a problem
where the transmission of the aggregated traffic can use only part
of the estimated ABW.

Balakrishnan et al. propose Congestion Manager (CM) [4],
which aims to enable applications to perform better by allow-
ing the applications to track the congestion and the changes of
the ABW and adapt to them. CM provides a framework which
allows a sender application to receive a feedback from a receiver
application and request CM to allocate transmission BW to its
flows. The sender application can determine the transmission BW
of flows based on the feedback, the estimated ABW and the pri-
ority of flows. With the framework provided by CM, the sender
application can receive the feedback from the receiver applica-
tion and modify the transmission BW of flows based the feed-
back, the estimated ABW and the priority of flows in order to
mitigate the DBHPF problem. However, both the sender and the
receiver applications need to be modified to use the APIs provided
by CM to mitigate the DBHPF problem. Not all applications can
be changed. Even if the applications can be changed, it needs
effort to modify the applications. In addition, Ref. [4] does not
show how applications control the transmission BW of flows to
mitigate the DBHPF problem.

In summary, related studies that can be used for mitigating the
DBHPF problem have the following drawbacks. In the case of the
combination of ABW estimation and Priority Queueing, multiple
flows may not be able to share the estimated ABW according to
the necessary BW of flows because the highest-priority flow can
use all of the estimated ABW. In the case of the basic priority-
based BW control method, no recovery measure is taken when
the DBHPF problem is caused by a packet loss in the best effort
service network. In the case of OverQoS, the transmission of the
aggregated traffic can use only part of the estimated ABW. In

the case of CM, the applications need to be changed to utilize the
APIs provided by CM for mitigating the DBHPF problem. In this
paper, we propose a priority-based BW control method which can
solve these drawbacks.

2.2 Related Work for ABW Estimation
In this section, we review the related work for ABW estimation

by GWs focusing on the amount of the additional traffic used for
ABW estimation (overhead). The reason why we focus on the
overhead of ABW estimation method is as follows. When a sys-
tem uses a pay-as-you-use communication service, such as some
mobile communication services, the reduction of overhead leads
to the reduction of operational costs. For such cases, the reduc-
tion of overhead can be useful. Note that we focus on only ABW
estimation method which may be a part of a flow rate control al-
gorithm. For existing studies which we consider use the basic
priority-based BW control method, we briefly mention their flow
BW control method.

Damjanovic et al. propose MulTFRC [5], [6], which estimates
ABW using an extension of the transmission rate formula for
TCP Friendly Rate Control (TFRC) [7], [8]. TFRC calculates the
transmission rate of a flow that does not support congestion con-
trol, so that the transmission rate is fair to the transmission rate
of TCP flows competing with the flow at a bottleneck link. The
use of a packet scheduler is proposed for flow BW control [6].
The overhead of MulTFRC for ABW estimation is equal to that
of TFRC.

The overhead of TFRC consists of additional header fields,
such as the sequence number of a packet and feedback packets
sent by the receiver for every RTT. Therefore, the overhead of
TFRC is proportional to the number of transmitted packets. In
implementations of TFRC as a part of the IETF Datagram Con-
gestion Control Protocol (DCCP) [9], the additional header length
is 32 bytes. If the MTU size is 1,500 bytes, then the overhead is
32/1,500 (approximately 2%) of the transmitted data.

Singh et al. propose Multi-Probe Aggregate TCP (MPAT) [10],
in which the GW manages the congestion window of multiple
TCP flows and estimates the ABW for multiple TCP flows be-
tween two sites. For BW control, MPAT schedules packet trans-
mission so that the ratio of the transmission rate of each TCP flow
to that of other TCP flows can be the same as the ratio given by
a user. The overhead for MPAT for ABW estimation is 0 for TCP
flows and is equal to that for TFRC for non-TCP flows.

Subramanian et al. propose OverQoS [3], which estimates the
ABW as the sum of the transmission rate of multiple TCP con-
nections or TFRC connections. The overhead of OverQoS for
ABW estimation is equal to that of TFRC.

Balakrishnan et al. propose Congestion Manager (CM) [4],
which estimates the ABW through a method similar to the TCP
congestion control method using header information, such as the
sequence number added to a transmitted packet. The overhead
for CM for ABW estimation is similar to that for TFRC.

In addition to the studies mentioned above, MulTCP [11] and
PA-MulTCP [12], which estimate the ABW for aggregated traf-
fic composed of multiple TCP flows, were proposed. MulTCP
and PA-MulTCP deal with only TCP flows and the overhead for
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ABW estimation is zero.
In addition to the above-mentioned ABW estimation meth-

ods using additional header information attached to data packets,
ABW estimation methods using probe packets have been widely
researched [13], [14], [15], [16], [17], [18], [19], [20]. These
methods can be classified into two groups: methods that use
packet pairs for probing [17] and methods that use packet trains
for probing [13], [14], [15], [16], [18], [19], [20]. In packet-pair-
based methods, probe packets are sent in the unit of two consec-
utive packets. In packet-train-based methods, probe packets are
sent in units of more than two consecutive packets.

The amount of probe packets is the main cause of overhead in
methods that use probe packets. The overhead for one estimation
is more than several tens of kbytes when the ABW is approxi-
mately 10 Mbps [21]. Even though the overhead does not depend
on the amount of data traffic and is proportional to the frequency
of the transmission of probe packets, the overhead of one ABW
estimation is large.

In summary, the overhead for ABW estimation of exist-
ing methods which can handle non-TCP flows using additional
header information attached to data packets is equal to that for
TFRC. As described above, the overhead for TFRC is propor-
tional to the number of transmitted packets. The overhead is
more than several tens of kbytes per estimation with methods that
use probe packet when the ABW is approximately 10 Mbps. In
this paper, we propose an ABW estimation method which esti-
mates the ABW with less overhead than the existing methods and
evaluate the proposed ABW estimation method with the proposed
method for mitigating the DBHPF problem.

3. Proposed Method

In this section, we propose a priority-based BW control method
that mitigates the effect of the DBHPF problem and an ABW esti-
mation method that can reduce the overhead for ABW estimation
as the ABW estimation method that we use to evaluate the pro-
posed priority-based BW control method.

3.1 Proposed Priority-based BW Control Method
We propose a priority-based BW control method for mitigat-

ing the effect of the DBHPF problem. The proposed method
estimates the receive rate of flows using information obtained
through ABW estimation and controls the transmission BW of
each flow in order to compensate for the difference between the
estimated receive rate and the necessary BW according to the
priority of each flow. We call the proposed method estimated-
receive-rate-based bandwidth control (eR2BC). The key idea is
that a GW assigns larger BWs to higher-priority flows so that their
receive rate can be larger than their necessary BW, even if packets
are dropped in the best-effort service network, regardless of their
priorities. Specifically, a GW estimates the receive rate of flows
using information obtained from ABW estimation and controls
the transmission BW of each flow in order to compensate for the
difference between the estimated receive rate and the necessary
BW according to the priority of each flow.

First, we explain the basic strategy used in eR2BC and in-
troduce the variables and parameters used in the following

Fig. 3 Structure of GWs that eR2BC assumes.

discussion. Second, we explain the details of the strategy of BW
control for flows with retransmission, such as TCP, and for flows
without retransmission, such as UDP.
3.1.1 Basic Strategy of the Proposed Priority-based BW

Control Method
A) Overview of the strategy

First, we explain the basic strategy used in eR2BC. In Fig. 3,
we explain the structure of GWs that eR2BC assumes. In eR2BC,
a sender GW estimates the ABW and guesses the receive rate of
flows at the receiver GW based on the new estimated ABW, the
receive rate of the aggregated traffic, and packet loss events ob-
tained through ABW estimation. The sender GW then sets the
transmission BW of a flow used in the packet scheduler at a value
larger than the necessary BW for the flow in descending order of
the priorities of the flows under the condition in which the sum
of the transmission BW of the flows does not exceed the esti-
mated ABW. Therefore, the transmission BW of a low-priority
flow used in the packet scheduler can be less than the necessary
BW of the flow. eR2BC uses a packet scheduler that guarantees
that the BW of each flow is larger than the given minimum BW
value (Fig. 3). Table 1 shows the variables used in the following
explanation of eR2BC.
B) Assumptions for the proposed method

We assume that each flow to be controlled satisfies the follow-
ing condition. Each flow is indexed in descending order of pri-
ority. Let Fr be the set of indexes of flows with a retransmission
function, and Fu be the set of indices of flows without a retrans-
mission function. We assume that each flowi (i ∈ Fr) is given
a time period to calculate the average receive rate at the receiver
GW and evaluate whether the average receive rate satisfies the
necessary BW. This time period is referred to herein as the av-
erage receive rate calculation period. Even if one or more data
packets of a flowi (i ∈ Fr) are not received due to packet losses
in a congested network, the transport layer protocol of the flow
can resend data afterward. In this case, the total transmission
rate of the flow at the sender can be larger than the necessary
BW. In Fig. 4, we explain how eR2BC assumes the application
layer protocol sends data of a flow without retransmission. If the
flow does not have a retransmission function, then the application
layer protocol sends data at a rate larger than the necessary BW
in order to compensate for packet losses in a congested network
in order to satisfy the necessary BW at the receiver. We assume
that a forward error correction (FEC) technique [22] is applied to
the application data. Thus, the application layer protocol of flowi

(i ∈ Fu) sends redundant data for packet loss recovery by FEC
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Table 1 Variables used in the explanation of eR2BC.

Fig. 4 Transmission rate of a flow without retransmission.

(Fig. 4).
We assume that packets of the aggregated flows are dropped

with the same probability. We also assume that, for all flows in
the aggregated flows, the reception ratio for each flow, which is
the ratio of the receive rate of a flow at the receiver GW to the
transmission rate of the flow at the sender GW, is the same as the
reception ratio of the aggregated traffic s(t), which is the ratio of
the receive rate at the receiver GW of the aggregated flows to the
transmission rate at the sender GW of the aggregated flows.
C) Bandwidth control for compensating for the deficit of the

receive rate for the necessary BW
In Fig. 5, we explain the overview of the way how eR2BC

calculates the minimum guaranteed BW to compensate for the
deficit of the estimated receive rate for the necessary BW. In
order to compensate for the deficit of the receive rate for the nec-
essary BW, eR2BC makes the minimum guaranteed BW Gi(t) of
a higher priority flow larger than the necessary BW. eR2BC may
make the minimum guaranteed BW Gi(t) of a lower-priority flow
less than the necessary BW, so as to maintain the upper limit of
the transmission rate of the packet scheduler to be equal to the

Fig. 5 Overview of the way how eR2BC calculates the minimum guaran-
teed BW.

estimated ABW W(t) (Fig. 5).
Instead of measuring the receive rate of each flow, the sender

GW estimates the receive rate of each flow at the receiver GW
using the information obtained through ABW estimation. In or-
der to measure the receive rate of each flow at the receiver GW,
the receiver GW must classify each received packet into a flow
and calculate the accumulated amount of packets for each flow in
addition to forwarding received packets. The sender GW uses the
estimated receive rate of each flow at the receiver GW instead of
the measured value in order to avoid the increase of processing
load for packet forwarding at the receiver GW.

The sender GW, at the t-th update of the estimated ABW, calcu-
lates the desired transmission rate of flowi Sd(t, i) in order to com-
pensate for the deficit of the estimated receive rate for the neces-
sary BW and computes Gi(t) of each flow according to the fol-
lowing equation by descending order of the priority of the flows:

Gi(t) = min
(
Sd(t, i),W(t) − Σ i−1

j=1G j(t)
)

(1)

Thus, the higher the priority of a flow, the more likely that the
receive rate of the flow is larger than the necessary BW, although
the receive rates of lower-priority flows decrease.

There are two ways to calculate the reception ratio for the ag-
gregated traffic s(t): (a) the receive rate of the aggregated traffic
R(t − 1)/the transmission rate of the aggregated traffic, and (b)
R(t− 1)/the estimated ABW W(t− 1). We adopt (b) in this paper.
We explain the reason why the effect of the DBHPF problem can
be mitigated using (b). Since eR2BC sets W(t − 1) to the upper
limit of the transmission rate of the packet scheduler, as explained
above, the transmission rate of the aggregated traffic at the sender
GW is equal to the transmission rate at the traffic source if the
transmission rate of the traffic source is less than W(t − 1), and is
W(t − 1) otherwise. Thus, s(t) calculated by (b) is less than that
calculated by (a) if the transmission rate at the traffic source is
less than W(t − 1), and s(t) calculated by both (a) and (b) are the
same otherwise. According to the method of calculating the de-
sired transmission rate of flowi Sd(t, i) described in Sections 3.1.2
and 3.1.3, smaller s(t) leads to a larger desired transmission rate
Sd(t, i) in order to compensate for the larger deficit of the esti-
mated receive rate of a flow for the necessary BW.

Based on Eq. (1) and this relationship between s(t) and Sd(t, i),
we can conclude that the minimum guaranteed BW of a higher-
priority flow becomes larger with (b) than with (a) when the trans-
mission rate of the traffic source is less than W(t−1). Even though
the minimum guaranteed BW of a lower-priority flow can be fur-
ther decreased, additional BW is assigned to higher-priority-flows
in order to compensate for the deficit of the estimated receive rate
for the necessary BW with (b) as compared to that with (a), and

c© 2020 Information Processing Society of Japan



Electronic Preprint for Journal of Information Processing Vol.28

Fig. 6 Example of the relationship between δi(t) and Δi(t).

Fig. 7 Example of the relationship between Sd(t, i) and Δi(t).

the effect of the DBHPF problem can be mitigated.
3.1.2 Calculating Sd(t, i) for Flows with Retransmission

In this section, we explain how to calculate the desired trans-
mission rate Sd(t, i) for flowi with retransmission. A flow with
retransmission can later send data that could not be sent at one
time. We define the instantaneous deficit estimate of receive rate
δi(t) as the difference between the estimated receive rate of flowi

and its necessary BW. Then, Δi(t) is calculated as the sum of δi(t)
over a number of periods (Fig. 6). The numbers such as 10 kbps,
5 kbps, −4 kbps in Fig. 6 show the instantaneous deficit estimate
of received rate δi(t) of flowi. The area of the shaded part in
Fig. 6 corresponds to Δi(t). Sd(t, i) is determined such that Δi(t)
becomes below 0 (Fig. 7).

The receive rate of flowi is estimated as follows. If no packet
loss occurs, then the estimated receive rate Re(t, i) of flowi is re-
garded as the transmission rate of flowi Gi(t − 1). If packet losses
occur, then the receive rate of the flow drops to the transmission
rate multiplied by the reception ratio s(t). As for flows with re-
transmission, packet losses can cause congestion control of each
flow to work, and transmission rates at the traffic sources can be-
come smaller. Therefore, the average transmission rates at the
traffic sources are expected to be calculated by dividing the sum
of BW allocated to flows with retransmission evenly among flows
with retransmission,

∑
j∈Fr

G j(t − 1)/|Fr |. Taking this effect into
consideration, eR2BC calculates the estimated receive rate by us-
ing the following equation:

Re(t, i) = s(t) min

⎛⎜⎜⎜⎜⎜⎜⎝Gi(t − 1),

⎛⎜⎜⎜⎜⎜⎜⎝

∑
j∈Fr

G j(t − 1)

|Fr |

⎞⎟⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎠ (2)

We define the instantaneous deficit estimate of receive rate δi(t)
as the difference between the necessary BW of the flow and the
estimated receive rate.

δi(t) = Rf (i) − Re(t, i) (3)

We define the deficit of the estimated receive rate for the neces-
sary BW Δi(t) as the sum of δi(t) over the latest C time updates of
the estimated ABW, as follows:

Δi(t) = Σ
t
k=t−(C−1)δi(k) (4)

The value of C is determined based on the average receive rate

Fig. 8 Calculation of Sd(t, i) of a flow without retransmission.

calculation period for an application and the frequency of update
of the estimated ABW.

The desired transmission rate Sd(t, i) is determined such that
Δi(t) ≤ 0 can be satisfied in order to compensate for the deficit of
the estimated receive rate for the necessary BW. The difference
between the desired transmission rate and the necessary BW Rf (i)
is, however, bounded by Blim in order to prevent harming TCP
congestion control behavior by fluctuating the desired transmis-
sion rate too much in a short time. Based on the above discussion,
Sd(t, i) for flowi with retransmission is calculated as follows at the
t-th update of the estimated ABW:

Sd(t, i) =

⎧⎪⎪⎨⎪⎪⎩
min(Rf (i) + Δi(t),Rf (i) + Blim) (Δi(t) > 0)
Rf (i) (Δi(t) ≤ 0)

(5)

3.1.3 Calculating Sd(t, i) for Flows without Retransmission
Next, we explain how to calculate the desired transmission rate

Sd(t, i) for flowi without retransmission. Assuming error recovery
by FEC, the receive rate of flows without retransmission must be
controlled so as to be larger than the necessary BW.

According to the description in Section 3.1.1, the estimated
receive rate of a flow without retransmission is regarded as the
product of transmission rate of the flow and the reception ratio
s(t) for the aggregated traffic. If no packet loss occurs, then the
estimated receive rate is assumed to be equal to transmission rate
(s(t) = 1). The reception ratio s(t + 1) for the aggregated traffic
for W(t) calculated at the (t + 1)-th update of the estimated ABW
depends on the decrease rate of the ABW caused by the increase
in the cross traffic. Even though s(t + 1) is unknown at the t-th
update of the estimated ABW, the system can predict the lower
bound of s(t + 1) if the system knows the upper limit of the de-
crease rate of the ABW. In this paper, we assume that the upper
limit of the decrease rate of the ABW is the maximum value of
the decrease rate of the ABW in the past period of some duration
and the lower limit of s(t + 1) is the minimum value of s(t) in the
same past period.

According to the precondition of the flows described in Sec-
tion 3.1.1, we can increase the probability of the receive rate of
flowi to be larger than the necessary BW if Sd(t, i) is set at the
product of the necessary BW and 1/sp(t + 1) (Fig. 8). eR2BC
calculates sp(t + 1), the predicted value of the lower bound of
s(t + 1), as follows. As the premise for the prediction, we assume
that the fluctuation of cross traffic is similar to that in the latest M
times updates of the estimated ABW. Based on this assumption,
sp(t+1) is calculated as min(s(t), . . . , s(t− (M−1))) based on the
latest M values of s(t). Although time series analysis methods
such as the ARIMA model [23] can be used to predict sp(t + 1)
based on the latest M values of s(t), we adopted the above method
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because the above method does not depend on the cross traffic
model and can be processed easily. The value of M is determined
based on the length of the period in which the fluctuation of the
cross traffic recurs and the frequency of update of the estimated
ABW.

Based on the above discussion, GW calculates Sd(t, i) for flowi

without retransmission by the following equations at the t-th up-
date of the estimated ABW:

Sd(t, i) = Rf (i)/sp(t + 1) (6)

sp(t + 1) = min(s(t), . . . , s(t − (M − 1))) (7)

3.1.4 Summary of the Merit of eR2BC
We explain that the procedures of eR2BC described in Sec-

tions 3.1.1, 3.1.2 and 3.1.3 solve the drawbacks of the existing
studies in the following. eR2BC enables high-priority flows and
low-priority flows to share the estimated ABW while compen-
sating for the difference between the estimated receive rate and
the necessary BW by determining the minimum guaranteed BW
of the flows based on the necessary BW. Thus, eR2BC solves
the drawback of the combination of ABW estimation and Prior-
ity Queueing, where multiple flows may not be able to share the
estimated ABW because the highest-priority flow can use all of
the estimated ABW. eR2BC estimates the deficit of the receive
rate of a flow for the necessary BW and determines the mini-
mum guaranteed BW of the flow to compensate for the deficit
as explained in Sections 3.1.2 and 3.1.3. Thus, eR2BC solves
the drawback of the basic priority-based BW control method,
where no recovery measure is taken when the DBHPF problem
is caused. As explained in Section 3.1.1 A), eR2BC uses the es-
timated ABW as the upper limit of the transmission rate of the
packet scheduler and the sender GW can fully utilize the esti-
mated ABW to transmit the aggregated traffic. Thus, eR2BC
solves the drawback of OverQoS, where the transmission of
the aggregated traffic can use only part of the estimated ABW.
In eR2BC, the GWs execute the procedures described in Sec-
tions 3.1.1, 3.1.2 and 3.1.3 without interacting with applications.
Thus, eR2BC solves the drawback of CM, where the applications
need to be changed to utilize the APIs provided by CM for miti-
gating the DBHPF problem.

3.2 ABW Estimation Method
We propose a method of ABW estimation with less overhead

for eR2BC. The main features of the proposed method are sum-
marized as follows.
-A sender GW asks a receiver GW the number of received pack-

ets by a message and detects packet losses by comparing the
number of received packets with that of transmitted packets.

-Based on the result of packet loss detection, the sender GW up-
dates the estimated ABW by the additive increase multiplica-
tive decrease (AIMD) method.

Table 2 shows the variables used in the explanation of the pro-
posed method, and Table 3 shows the configuration parameters
of the proposed method.
3.2.1 Details of the Proposed ABW Estimation Method

The proposed ABW estimation method consists of the follow-
ing two stages:

Table 2 Variables used in the proposed method of ABW estimation.

Table 3 Configuration parameters of the proposed ABW estimation
method.

Fig. 9 Procedure to obtain information necessary for packet loss detection.

(i) The sender GW asks the receiver GW the number of received
packets by a message to obtain the information necessary for
packet loss detection.

(ii) The sender GW updates the estimated ABW.
Figure 9 shows the procedure by which the sender GW obtains

the information necessary for packet loss detection at the t-th es-
timation of the ABW. The sender GW records its Ps(t) and Ts(t)
in Step (1) and receives Pr(t), Br(t), and Tr(t) from the receiver
GW in Step (4). We assume that the order of data packets and
control messages (request for the amount of received packets) at
the sender GW is the same as that at the receiver GW. Then, L(t)
and R(t− 1) thus can be calculated by the following eqeuations in
Step (5) of Fig. 9:

L(t) = (Ps(t) − Ps(t − 1)) − (Pr(t) − Pr(t − 1)) (8)

R(t − 1) = (Br(t) − Br(t − 1))/(Tr(t) − Tr(t − 1)) (9)

The sender GW calculates the new estimated ABW based on
the AIMD method using the results of packet loss detection and

c© 2020 Information Processing Society of Japan



Electronic Preprint for Journal of Information Processing Vol.28

D(t), i.e., the increase in the estimated ABW. The proposed
method uses two threshold values, θH and θL, to judge whether
the estimated ABW is too large.

The estimated ABW W(t) is updated as follows. If θH < L(t),
the estimated ABW is judged to be too large, and the new es-
timated ABW, W(t), is set at the value of receive rate R(t − 1)
minus a configuration parameter β for the multiplicative decrease
operation. This subtraction is for making room in the buffer of
a bottleneck link and preventing packet losses. If θL < L(t) ≤ θH ,
then the estimated ABW is judged to be slightly larger and the
new estimated ABW, W(t), is set to the average of the receive rate
R(t − 1) and the current estimated ABW W(t − 1). If L(t) ≤ θL,
then the estimated ABW is judged to be smaller, and the new es-
timated ABW, W(t), is set to be equal to the sum of the current
estimated ABW W(t − 1) and the current increase in estimated
ABW, D(t − 1).

The increase in estimated ABW D(t) is updated as follows. If
L(t) ≤ θL, D(t) is set to be the product of D(t − 1) and α, while
bounded by Dmax, to emulate the behavior of TCP congestion
control that increases the transmission rate exponentially in the
slow start phase and increases the transmission rate linearly in
the following additive increase phase. If θL < L(t), D(t) is set to
the initial value Dini.

These operations are summarized as follows:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

W(t) = R(t − 1) − β (θH < L(t))
W(t) = (W(t − 1) + R(t − 1))/2 (θL < L(t) ≤ θH)
W(t) = W(t − 1) + D(t − 1) (L(t) ≤ θL)

(10)

⎧⎪⎪⎨⎪⎪⎩
D(t) = Dini (θL < L(t))
D(t) = min(αD(t − 1),Dmax) (L(t) ≤ θL)

(11)

As initial values, W(1) = Wini and D(1) = Dini.
3.2.2 Overhead of the Proposed ABW Estimation Method

The overhead of the proposed ABW estimation method is the
transmission of packets of read request/response for the amount
of received packets exchanged between the sender GW and the
receiver GW. The overhead is independent of the number of
transmitted data packets and is proportional to the frequency of
the ABW estimation. Each read request for the amount of re-
ceived packets must have a message type (two bytes) and a se-
quence number (two bytes) for associating a request and the re-
sponse. Such a request packet can be implemented as a 32-byte-
long UDP/IPv4 packet. The read response for the amount of re-
ceived packets must contain the message type (two bytes), the se-
quence number (two bytes), the number of received packets (eight
bytes), the number of bytes of received packets (eight bytes), and
the time (eight bytes). These values can be implemented in a 56-
byte-long UDP/IPv4 packet. Therefore, the overhead of the ABW
estimation is 88 bytes per ABW estimation. If the ABW estima-
tion is performed every second, then the overhead is 0.704 kbps.

As explained in Section 2, the overhead of existing research
based on TFRC is approximately 2% of the traffic. For exam-
ple, in the case of 1 Mbps of traffic, the overhead is 20 kbps, and
the overhead of the proposed ABW estimation method is smaller.
The proposed ABW estimation method updates the estimated
ABW every Tc, which must be sufficiently large compared to the
round trip time. Therefore, the ability of the proposed ABW es-

timation method to track the change in the ABW is inferior to
that of existing methods, which update the estimated ABW every
round trip time.

4. Performance Evaluation

4.1 Evaluation Items and Evaluation Environment
We evaluated the proposed methods to confirm that they can

mitigate the effect of the DBHPF problem better than existing
methods and that the change in the ABW can be tracked. We ran
the proposed methods in an emulated network environment con-
structed with virtual machines. Evaluation items and evaluation
methods are as follows:

1) The ability to mitigate the effect of the DBHPF problem
We measured the receive rates of five TCP or UDP flows that
are the targets of BW control with multiple periodic UDP
cross traffic.

2) The ability to track the change in the ABW
We measured the receive rates of five TCP or UDP flows that
are targets of BW control with multiple random UDP cross
traffic.

We used six Linux OS virtual machines (VM) connected by in-
ternal networks on Oracle VirtualBox [24] running in a PC with
eight cores and 16 GB of memory for the evaluation. In addition
to the program implementing the proposed methods, we executed
iperf3 [25] on VMs as the senders and receivers of the BW con-
trol target traffic and the cross traffic. TCP congestion control
algorithm was TCP Cubic [26]. We used htb [27] in Linux as the
minimum BW guarantee type packet scheduler. Since the min-
imum guaranteed BW of a flow cannot be set at 0 with htb, the
minimum guaranteed BW of a flow is configured to be 80 kbps or
above.

Figure 10 shows the structure of a virtual network used for the
evaluation. In order to emulate the bottleneck link and delay of
the best-effort service network, the bidirectional traffic between
VM3 and VM4 are shaped at 5 Mbps and delayed by 25 ms in
each direction. We set the BW of the link between VM3 and
VM4 at 5 Mbps to ensure that no overload of the PC which runs
the emulated network environment is caused. We set the one way
delay of the link between VM3 and VM4 at 25 ms so that the or-
der of the round trip delay can be similar to the order of the round
trip delay between domestic locations in the Internet.

Table 4 shows the parameters for the proposed methods used
in the evaluation. We explain how we chose the parameter values
shown in Table 4 in the following. Tc is set at 1 second so that it
can be large enough compared with 50 ms round trip delay. θL, θH
are set at 0 and 1 respectively assuming a wired network, where

Fig. 10 Structure of virtual machines for evaluation.
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Table 4 Configuration parameter values for the proposed methods used in
the evaluation.

packets are rarely lost unless congestion occurs. The larger Dini

is, the faster the value of the estimated ABW increases but the
more unstable the estimated ABW becomes. Thus, Dini is set at
50 kbps. The larger Dmax is, the faster the value of the estimated
ABW increases but the more widely the estimated ABW fluctu-
ates. Thus, we set Dmax at 1 Mbps considering that the maximum
value of ABW is 5 Mbps. Wini is the initial value of the estimated
ABW and we set Wini at 1 Mbps considering that the ABW in the
evaluation is between 760 kbps and 2 Mbps. C is set at 10 so that
eR2BC aims to make the average receive rate of a TCP flow in
10 seconds equal to or more than the necessary BW of the flow.
M is set at 10 so that eR2BC uses the value of s(t) in the past 10
seconds. The larger Blim is, the larger the minimum guaranteed
BW of a high-priority flow can be and the more widely the min-
imum guaranteed BW of the high-priority flow fluctuates. Since
the fluctuation may adversely affect the congestion control of the
high-priority flow, we set Blim at 50 kbps. The values of α and
β in Table 4 are chosen based on the results of the behavior of
the ABW estimation and the ability to mitigate the effect of the
DBHPF problem for four cases (α being 1.1 and 1.2 and β being
150 kbps and 100 kbps, respectively). The larger α is, the faster
the estimated ABW increases but the more widely the estimated
ABW fluctuates. Thus, we chose 1.1 and 1.2 as the value of α for
the trial. The larger β is, the more the congestion can be mitigated
when it is detected but the longer it takes for the estimated ABW
to increase. Thus, we chose 100 kbps and 150 kbps as the value
of β for the trial.

4.2 Ability to Mitigate the Effect of the DBHPF Problem
In this section, we compare the ability to mitigate the effect

of the DBHPF problem for the case in which GW does not con-
trol BW, the existing method of setting the minimum guaranteed
BW at the necessary BW and eR2BC based on the ratio of dura-
tion when the receive rate of a BW control target flow is smaller
than the necessary BW for the simulation period (ratio of time in
shortage). The existing method corresponds to the basic priority-
based BW control method described in Section 2.1. If the effect
of the DBHPF problem is mitigated, it is expected that the re-
ceive rate of flows decreases in ascending order of their priority
when the ABW decreases, and the receive rate of flows increases
in descending order of their priority when the ABW increases.
In order to observe the above behavior, we used one stationary 3-
Mbps CBR UDP flow and four 310-kbps CBR UDP flows that are

Table 5 Ratio of duration in shortage.

transmitted periodically. The periods of four 310-kbps CBR UDP
flows are 1) 105 seconds transmission and 15 seconds no trans-
mission with initial 15 seconds no transmission, 2) 75 seconds
transmission and 45 seconds no transmission with initial 30 sec-
onds no transmission, 3) 45 seconds transmission and 75 seconds
no transmission with initial 45 seconds no transmission and 4) 15
seconds transmission and 105 seconds no transmission with ini-
tial 60 seconds no transmission respectively. With the four flows,
we varied the ABW as 2 Mbps → 1.69 Mbps → 1.38 Mbps →
1.07 Mbps→ 760 kbps→ 1.07 Mbps→ 1.38 Mbps→ 1.69 Mbps
→ 2 Mbps every 15 seconds. We varied the ABW in such a way
so that the number of flows which can be accommodated in the
ABW changes by one when the ABW changes by one step. We
set the cycle of ABW variation at 15 seconds so that the estimated
ABW can stabilize after the ABW changes by one step.

We used five BW control target flows that transmit for 320 sec-
onds having necessary BW of 400 kbps. We evaluated two cases,
one with five TCP flows with different priorities and another with
five CBR UDP flows with different priorities. With both TCP and
UDP, priority 1 is the highest priority. As the priority number in-
creases, the priority decreases. The average receive rate of a TCP
flow in 10 seconds and receive rate of a UDP flow in 1 second are
calculated by reading received bytes of each flow from conntrack
entry [28] every second. The conntrack entry is a mechanism to
accelerate packet forwarding in Linux OS. The conntrack entry
is created for each flow and records the accumulated amount of
forwarded packets for the flow.
A) The result of Ratio of duration in shortage

Table 5 shows the ratio of the duration in shortage for no con-
trol by the GW case, the existing method of setting the minimum
guaranteed BW at the necessary BW and eR2BC. In the case of
no BW control by GW, the receive rates of five TCP flows are
similar, regardless of their priorities, and their ratios of duration
in shortage are 69% or above. With UDP flows, the ratio of du-
ration in shortage for Priority 2 and 4 flows are less than on the
above results, we confirmed that the DBHPF problem is caused
with no BW control by GW.

In the case of the existing method of setting the minimum guar-
anteed BW at the necessary BW, the higher the flow priority, the
lower the ratio of duration in shortage. Thus, the existing method
can mitigate the effect of the DBHPF problem. However, the ra-
tio of duration in shortage is rather high, i.e., 82% or above. In
the case of eR2BC, the ratio of duration in shortage for a higher-
priority flow is less than those of other methods. Thus, eR2BC
mitigates the effect of the DBHPF problem. By comparing the
evaluation results of the existing method with those for eR2BC,
the ratio of duration in shortage for Priority 1 through 3 is smaller
for eR2BC. We can therefore conclude that eR2BC mitigates the
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Fig. 11 Receive rate of TCP flows.

effect of the DBHPF problem better than the existing method.
The higher-priority TCP flows achieve a smaller ratio of dura-

tion in shortage with eR2BC. As for Priority1, 2 and 3 TCP flows,
the higher the priority of the flow is, the larger the difference be-
tween the ratio of duration in shortage with eR2BC and the ratio
of duration in shortage with the existing method is. On the other
hand, the ratio of duration in shortage for Priority 4 and 5 flows
with eR2BC is larger than those with the existing method. From
this result, we confirmed that eR2BC mitigates the DBHPF prob-
lem for TCP flows better than the existing method and the effect
of eR2BC is more significant for higher-priority flows. Similarly,
as for UDP flows, the higher-priority flows achieve a smaller ratio
of duration in shortage with eR2BC. As for Priority 1, 2, 3 and 4
UDP flows, the higher the priority of the flow is, the larger the dif-
ference between the ratio of duration in shortage with eR2BC and
the ratio of duration in shortage with the existing method is. From
this result, we confirmed that eR2BC mitigates the DBHPF prob-
lem for UDP flows better than the existing method and the effect
of eR2BC is more significant for higher-priority flows. However,
with eR2BC, the ratio of duration in shortage for Priority 1 and
2 UDP flows are larger than those for TCP flows and the ratio of
duration in shortage for Priority 3, 4 and 5 UDP flows are smaller
than those for TCP flows. We can conclude that eR2BC mitigates
the DBHPF problem better with TCP than with UDP for higher-
priority flows. We also confirmed that the reduction in the receive
rate of lower-priority flows is smaller with UDP than with TCP.
B) The result of receive rate of TCP and UDP flow

Figure 11 shows the average receive rates in 10 seconds of
TCP flows for no control by GW, existing method and eR2BC. In
the case of no control by GW, the receive rates of the flows tend

to increase and decrease as the ABW increases and decreases re-
gardless of the priorities of the flows. When the ABW decreases
(from 15 seconds to 75 seconds, from 135 seconds to 195 sec-
onds and from 255 seconds to 300 seconds), the receive rates of
all flows decrease in a similar way and become less than the nec-
essary BWs of the flows regardless of the priorities of the flows.
We consider that TCP congestion control mechanism is the rea-
son why the receive rates of all flows decrease in a similar way.
While the ABW is less than 1.38 Mbps (from 45 seconds to 90
seconds, from 165 seconds to 210 seconds and 285 seconds to
300 seconds), the receive rates of most flows are less than the nec-
essary BW 400 kbps even though the ABW is always more than
400 kbps, which is the necessary BW of one flow. From these ob-
servations, we confirmed that the DBHPF problem is caused with
no BW control by GW.

In the case of the existing method, the receive rates of flows
decrease in ascending order of priority when the ABW decreases
(from 15 seconds to 75 seconds, from 135 seconds to 195 sec-
onds and from 255 seconds to 300 seconds). The receive rates
of flows increase in descending order of priority when the ABW
increases (from 75 seconds to 135 seconds and from 195 seconds
to 255 seconds). These behaviors are expected for the case in
which the effect of the DBHPF problem is mitigated. The max-
imum value of the receive rates of Priority 1, 2, 3 and 4 flow is
about 400 kbps and the maximum value of the receive rate of Pri-
ority 5 flow is less than 400 kbps. The receive rate of Priority 5
flow is less than 400 kbps when the ABW is 2 Mbps because the
average estimated ABW in 10 seconds is less than 2 Mbps due to
the estimation error of the ABW.

In the case of eR2BC, similarly as in the case of the existing
method, the receive rates of flows decrease in ascending order of
priority when the ABW decreases (from 15 seconds to 75 sec-
onds, from 135 seconds to 195 seconds and from 255 seconds to
300 seconds). The receive rates of flows increase in descending
order of priority when the ABW increases (from 75 seconds to
135 seconds and from 195 seconds to 255 seconds). These behav-
iors are expected for the case in which the effect of the DBHPF
problem is mitigated. However, the maximum value of the re-
ceive rates of Priority 1, 2, 3 and 4 flow is more than 400 kbps.
The maximum value of the receive rate of Priority 5 flow is less
than 400 kbps and the maximum value is less than that of the ex-
isting method. This is because eR2BC may assign a larger min-
imum guaranteed BW to high-priority flows than to low-priority
flows in order to compensate for the deficit for the receive rate
of high-priority flows and eR2BC may assign a smaller minimum
guaranteed BW to low-priority flows than the existing method.

Figure 12 shows the receive rates of UDP flows for no control
by GW, the existing method and eR2BC respectively. In the case
of no control by GW, the receive rate of Priority 2 flow is equal
to or more than the necessary BW most of the time. The receive
rates of the flows except Priority 2 flow are less than the neces-
sary BW most of the time. The receive rate of Priority 3, 4 and
5 flows are larger than the receive rate of Priority 1 flow most of
the time between 90 seconds and 165 seconds and 210 seconds
and 285 seconds. From these observations, we confirmed that the
DBHPF problem is caused with no BW control by GW.
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Fig. 12 Receive rate of UDP flows.

In the case of the existing method, similarly as with TCP, the
receive rates of flows exhibit the expected behaviors for the case
in which the effect of the DBHPF problem is mitigated. However,
the receive rates of the flows are more likely to be less than the
necessary BW with UDP than with TCP. The alternation of the
increase and the decrease of the receive rate is more frequent with
UDP than with TCP because the plotted values for TCP are aver-
aged receive rates in 10 seconds and the plotted values for UDP
are averaged receive rates in one second. In the case of the exist-
ing method, the maximum value of the receive rate of all flows is
between 400 kbps and 440 kbps. The maximum value of the re-
ceive rate of Priority 5 flow is more than 400 kbps when the ABW
is 2 Mbps because the estimated ABW can be larger than 2 Mbps
due to the estimation error of the ABW.

In the case of eR2BC, similarly as with TCP, the receive rates
of flows exhibit the expected behaviors for the case in which the
effect of the DBHPF problem is mitigated and receive rates of the
flows are more likely to be less than the necessary BW with UDP
than with TCP. For the same reason as in the case of the existing
method, the alternation of the increase and the decrease of the re-
ceive rate is more frequent with UDP than with TCP. In the case
of eR2BC, the maximum value of the receive rate of all flows
is between 400 kbps and 460 kbps and the maximum value tends
to be larger than the maximum value in the case of the existing
method. When the receive rate of a flow is less than 400 kbps, the
receive rate tends to be less than the receive rate at the same time
in the case of the existing method. This is because eR2BC may
assign a larger minimum guaranteed BW to high-priority flows
than to low-priority flows in order to compensate for the deficit

Fig. 13 Change in ABW estimate.

for the receive rate of high-priority flows and eR2BC may assign
a smaller minimum guaranteed BW to low-priority flows than the
existing method.

The result in Table 5 shows that the ratios of duration in short-
age for high-priority flows (Priority 1–3) with eR2BC are less
than those with the existing method for both TCP and UDP. The
ratio of duration in shortage indicates the percentage of time in
which the receive rate of a flow is less than the necessary BW of
the flow. From these points, we confirmed that eR2BC mitigates
the effect of the DBHPF problem better than the existing method.

4.3 Ability to Track the Changes in the ABW
We present the measurement result for the estimated ABW and

the receive rates of BW control target flows in the environment in
which the ABW changes randomly in order to evaluate the abil-
ity of the proposed ABW estimation method to track changes in
the ABW. In order to emulate the situation in which the ABW
varies randomly in real networks, we used one stationary 3-Mbps
CBR UDP flow cross traffic and generated 100 kbps CBR UDP
flow cross traffic with an exponential distribution communication
duration (μ = 0.2, the average duration is 15 seconds) and an
exponential distribution interval (μ = 0.2, average interval is 10
seconds) and used at most four 100 kbps UDP flows. We used five
BW control target flows that transmit for 320 seconds having nec-
essary BWs of 400 kbps. We evaluated two cases: one with five
TCP flows with different priorities, and another with five CBR
UDP flows with different priorities.

Figure 13 shows the change in the estimated ABW for both
TCP and UDP BW control target flows. As shown in Fig. 13, the
estimated ABW tracks the changes in the ABW of 100 kbps or
200 kbps with a 3 to 5-seconds delay and with at most approxi-
mately 300 kbps overshoot or undershoot for both TCP and UDP
flows. The estimated ABW by the proposed ABW estimation
method shows similar behavior for both TCP and UDP in Fig. 13.

Figure 14 shows the change in the receive rates. By compar-
ing the result for TCP in Fig. 14 (a) and the result for UDP in
Fig. 14 (b), we can see that the alternation of the increase and the
decrease of the receive rate is more frequent with UDP than with
TCP. This is because the plotted values for TCP are averaged
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Fig. 14 Receive rate of flows.

Table 6 Ratio of duration in shortage (Evaluation of the ability to track the
change in the ABW).

receive rates in 10 seconds and the plotted values for UDP are
averaged receive rates in one second. Except for this point, the
change of the receive rate of UDP shows a trend similar to the
change of the receive rate of TCP in Fig. 14.

Table 6 shows the ratio of duration in shortage. In this evalu-
ation scenario, the expected behavior is that the receive rates of
Priority 1 through 4 flows are larger than the necessary BWs be-
cause the minimum ABW is 1,600 kbps. The result in Table 6 in-
dicates that the ratio of duration in shortage for a higher-priority
flow is lower than that for a lower-priority flow for both TCP
and UDP. From this result, we confirmed that the DBHPF prob-
lem is mitigated for both TCP and UDP. This result reveals that
the algorithm of eR2BC that allocates more transmission BW to
higher-priority flows works effectively. With TCP, the ratio of du-
ration in shortage for Priority 1, 2 and 3 flows are 0% and the ratio
of duration in shortage for Priority 4 flow is 48.2%. On the other
hand, with UDP, the ratio of duration in shortage for Priority 1, 2
and 3 flows are about 20% and the ratio of duration in shortage
for Priority 4 flow is 44.7%. The reason for a higher ratio of du-
ration in shortage for Priority 4 flow is that the estimated ABW is
sometimes smaller than the actual ABW. The ratio of duration in
shortage for Priority 1, 2 and 3 UDP flows are larger than those
for TCP flows and the ratio of duration in shortage for Priority 4
and 5 UDP flows are smaller than those for TCP flows. From this
result, we confirmed that eR2BC mitigates the DBHPF problem
better with TCP than with UDP for higher-priority flows. We also
confirmed that the reduction in the receive rate of lower-priority
flows is smaller with UDP than with TCP.

In Fig. 13, we can see that the proposed ABW estimation
method can track changes in the ABW of 100 kbps or 200 kbps
with a delay of 3 to 5-seconds for both TCP and UDP. The result
in Table 6 shows that the ratio of duration in shortage for a higher-
priority flow is less than those of the lower-priority flow for both

TCP and UDP. From the result in Table 6, we confirmed that
eR2BC can mitigate the effect of the DBHPF problem when the
ABW changes.

5. Conclusion

In this paper, we proposed a method by which to control the
transmission BW of flows to mitigate the effect of the DBHPF
problem, which causes the receive rate of a high-priority flow to
be lower than the necessary BW when the ABW between two
sites connected through GWs changes. The proposed method, re-
ferred to herein as eR2BC, estimates the receive rate of each flow
using information obtained from the ABW estimation and miti-
gates the effect of the DBHPF problem by controlling the trans-
mission BW of each flow in order to compensate for the differ-
ence between the estimated receive rate and the necessary BW
according to the priority of each flow. We showed that eR2BC
mitigates the effect of the DBHPF problem better than the exist-
ing method by evaluating the performance by using its implemen-
tation in a virtual network environment.

In addition to eR2BC, we proposed a new ABW estimation
method with less overhead compared to the existing ABW esti-
mation method. The proposed ABW estimation method is used
in the evaluation of eR2BC. We also showed that the proposed
ABW estimation method can track the changes in the ABW of
100 kbps or 200 kbps with a delay of 3 to 5 seconds.

The improvement of the estimation method for the difference
between the receive rate of a flow and the necessary BW and
the improvement of the ability of the proposed ABW estimation
method to track changes in the ABW remains for future study.
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