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Abstract

Recently RAID has attracted strong attention as a high performance and high reliable secondary
storage system. For the loads which consist of a large number of small accesses, RAID level 1
(mirrored disk arrays) and RAID level 5 (RAID5 disk arrays) are the best suited among several
RAID levels. The major drawback of RAIDS5 disk arrays is, however, in the large overhead incurred
for small writes and the significant performance degradation on disk failure, which is caused by
introducing parity encoding for redundancy. Mirrored disk arrays have also problems. They have
considerably smaller storage capacity than that of RAID5 disk arrays because they make a copy
of all the disk blocks for redundancy. In order to get not only higher performance but also larger
capacity, we propose yet another storage scheme named "hot mirroring”. There is alway localities
in the disk accesses. We store those hot data on mirrored disk. Non-frequently accessed data. is
stored in RAIDS5. In this paper we examine the feasibility of hot mirroring.
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1 Introduction

Recently RAID[1] has attracted strong attention
as a high performance and reliable secondary
storage system. RAID utilizes a large number
of commodity inexpensive drives in parallel to
achieve higher performance as well as obtaining
higher reliability by recording redundant infor-
mations. In [1}, Patterson et. al classified RAID
into five levels. Among five levels, level 1 (mir-
rored disk array) and level 5 (RAIDS disk array)
are regarded as one of the most promising ap-
proaches for providing highly reliable secondary
storage systems which support concurrent access
of small blocks, such as file servers. Mirrored disk
arrays make a copy of all disk blocks for redun-
dancy. In contrast, RAID5 disk arrays employ
parity encoding for redundancy, which leads to
much larger storage capacity than that of mir-
rored disk arrays when the same number of disks
is used.

There are two big problems in using RAIDS
disk arrays. One is the overhead of recording
redundancy information. The new parity for a
small write is derived as follows:

(1)

Thus a single block update requires 4 disk ac-
cesses: old block read (Do), old parity read
(Pota), new block write (Dpeyw) and new parity
write (Ppew). This deteriorates the throughput
of the write operations. The other problem is the
overhead of reconstructing data when some disks
fail. When disk k in parity group j fails, the lost
data is rebuilt as follows (D;; means the data
location on disk i in disk group j in which the
parity stripe was made):
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(2)
Thus the rebuild process requires disk accesses for
the all disks in the disk group of the failed disk.
The impact of this operation on performance is
quite large.

In mirrored disk arrays, a copy is stored for
redundancy. In normal mode, only two write ac-
cesses are required for a block update. During
rebuild mode, only a read access on the live disk
and a write to the new disk are required for the
replacement of a failed disk. Therefore the over-
head on a block update and the load of rebuild

process are much smaller than that of RAIDS disk
arrays. Moreover, using the copy, mirrored disk
arrays can easily balance the load amongst their
disks not only in normal mode but also during re-
build mode. But described before, mirrored disk
arrays pay the penalty of much smaller data ca-
pacity than that of RAIDS5 disk arrays, because
of the data copying.

Usually there are localities in the access pat-
tern. Exploiting the access localities, the hot
block clustering method[2] separates data into
two groups, one is the group of data which have
high access rates and the other with low access
rates. We showed this separation leads to an
improvement in performance for dynamic strip-
ing RAID5 disk arrays[3]. In order to get not
only higher performance but also larger usable
capacity, we consider the combination of a mir-
rored disk array and a RAID5 disk array with hot
block separations which are used in the hot block
clustering method. We divide each disk into two
contiguous regions, a hot region and a cold re-
gion. The data on the hot group is mirrored to
decrease the overhead of maintaining redundancy
information and the rebuilding data and to bal-
ance the load amongst each disk. For the cold
group, we use parity protection for redundancy
to obtain higher storage efficiency. We name this
storage management scheme “hot mirroring”.

To examine the feasibility of hot mirroring, the
performance for normal mode and the rebuild
mode are analyzed through simulation. For high
access locality, higher performance as compared
with RAIDS disk arrays is obtained. For low ac-
cess locality, the gain of this method decreases
but higher performance can still be archived.

2 Hot Mirroring

2.1 Concept of hot mirroring

With respect of high storage efficiency with high
reliability, RAID5 is best among all RAID lev-
els. But there are two big problems with using
RAIDS5 disk arrays for high performance storage
systems. One is the overhead time required to
record redundancy information. The other is the
overhead time of reconstructing data when some
disks fail. It is the parity encoding for redun-
dancy that causes these problems. From point of
view of performance, mirrored disk arrays, which
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Figure 1: Hot mirroring

use block copying for redundancy, is better than
RAID5 disk arrays. But mirrored disk arrays
have significantly large space overhead. If it were
possible to merge the characteristics of high stor-
age efficiency from RAID5 disk arrays with the
low overhead of recording redundancy informa-
tion from mirrored disk arrays, it might be one
of the best configurations of disk arrays.

In general, there are access localities, which can
be utilized to improve the performance of RAIDS
disk arrays. To solve problems of mirrored disk
arrays and RAID5 disk arrays, access localities
are exploited. According to the access frequency,
two groups of disjoined blocks are made, one
group contains blocks with high access rates (hot
blocks) and the other has low access rate blocks
(cold blocks). With this separation, the mirror
scheme and the parity encoding scheme are com-
bined to get higher performance and larger ca-
pacity.

For load balancing, it is important to distribute
the access requests for hot blocks evenly over all
disks. It is also desirable that the penalty of
recording redundant informatien on hot blocks
be small. As mentioned before, these require-
ments are well suited to the mirror scheme, thus
hot blocks are mirrored. For the cold area, we
use parity protection for redundancy to obtain
higher storage efficiency. Moreover the penalty
for maintaining redundant information in the cold
area has little effect on performance because these
blocks are infrequently updated. This storage
management scheme is called “hot mirroring”
(figure 1).

Identification of hot block is key to this pro-

posed method. Usually almost all blocks written
to by write requests can be regarded as hot, since
these blocks tends to be used again. So we as-
sume that all blocks of normal write requests are
hot and execute all write accesses to the hot area.
With small probability, write operation is done
against cold block. Thus our strategy writes cold
blocks to the hot area on write operation, which
consumes the free space on the hot area. Cold
blocks in the hot area need to be migrated back
to the cold area. By recording the time at which
each block in the hot area was last accessed, the
cold blocks residing in the hot area can be found
by finding the blocks with the oldest access time.
If the amount of free space in the hot area falls be-
low the threshold value, this migration is invoked.
Cold block migration from hot to cold needs two
extra write accesses and a read access for cold
block write operations. As will be clarified in the
section 4, this is not a fatal overhead,

2.2 Data placement policy

The data placement policy of the mirrored hot
area and parity protected cold area considerably
impacts performance during rebuild mode be-
cause the effect of the rebuild process on the par-
ity protected area is very large. For hot mirror-
ing, the copy allocation of the hot area is illus-
trated in figure 2(a) and parity stripes for the cold
area are as shown in figure 2(b). In the cold area,
parity stripes are made into a disk group (verti-
cally in the figure). In the hot area, the copy is
allocated on different disk group (horizontally in
the figure).

The reason why we employ such orthogonal
placement for parity stripe and mirroring is as
follows. Since the rebuild time needs to be min-
imized, the disks of the parity stripe including
broken disk should work for rebuilding as solely
as possible. This means that frequent accesses
against hot areas of broken disk group should be
toward to the mirrored hot area on the other
disk group. Thus parity stripe and copy allo-
cation is orthogonal each other. By employing
this scheme, hot accesses can be served by sur-
viving stripes, while all the drives on the broken
stripe works for rebuilding. In addition, the hot
accesses against mirrored area can be absorbed
without degradation by distributing the traffic
equally among the remaining stripes employing
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Figure 2: Data allocation policy

the following mirroring scheme. Hot mirroring
distributes the copy on the hot mirrored area
as shown in figure 2(a), which is based on the
chained declustering method[4].

3 Simulation Experiments

3.1 Implementation issues

Floating block allocation in the hot mir-
rored area and read/write operations In
this simulation, hot mirrored area acts as a large
cache for the cold area. That is, when the fre-
quent accessed blocks are migrated from parity

protected area onto the mirrored area, the space
initially allocated on the parity protected area
is not discarded and its location is fixed. This
means that hot blocks occupy three times as large
space as the original size.

The position in mirrored area is not fixed.
Floating scheme[5] is employed. On write oper-
ation, the algorithm of determining the location
for the new hot block over chained declustered
mirrored array is as follows. Here we assume that
each disk has the associated access request queue.
To balance the load, the length of access queue
on each disk is checked.

1. Find the shortest length access queue
amongst all disk pairs containing free blocks.
Here, the length of the access queue in a disk
pair is defined to be the longer queue length
in that pair.

2. If the requested block is already in the hot
area and the shortest length is longer than
the length of the original disk pair, data is
written to the previous position.

3. Otherwise find the disk pair whose number
of free blocks in the hot area is the largest.

4. Choose the new position from the free blocks
in the selected disk pair. (In this simulation
we selected new position randomly for the
simplicity.) :

For reading, the disk which has the shortest ac-
cess queue is selected.

If the read/write is issued against cold area,

these requests are served on its original position
since the hot mirrored area does not have a copy.

Rebuilding process The method of dispatch-
ing access requests for data rebuilding has a lot of
impact on the performance on the rebuild mode.
As described in [6], the unit of reconstructing
data affects the performance of the rebuild mode
and the rebuild period.. In this simulation, we
adopt the track as the unit of rebuilding in consid-
eration of efficiency in the rebuilding process and
the impact to normal requests. We regard a track
access for rebuilding as two access requests when
we count the length of access queue for load bal-
ancing. Reads for the reconstructed data are redi-
rected to balance the loads. For the parity pro-
tected area, live data from the failed disk group is
read when both read and write accesses to blocks
on the failed disk are requested. Thus reconstruc-



tion of the track containing a requested block is
always performed in the parity encoded region.
On the other hand, there is no need to recon-
struct data in the mirrored area when a broken
block on the mirrored area is requested. In this
simulation, if there are no more than two read
access requests to the ones being rebuilt on the
pair disk, piggybacking is performed because the
overhead of piggybacking on a track is small for
the read operation. However write requests to the
failed disk are not performed in the standby disk
because the overhead of reading old data on write
accesses is larger than that for read accesses.

A baseline rebuild is performed. For the par-
ity protected area, we make a new rebuild access
request if there is at least one live free disk in a
broken disk group and the number of rebuild read
requests on all disk’s access queue is no more than
two requests. For the mirrored area, we make
a new rebuild access request when broken disk’s
paired disk is free and the number of rebuild read
accesses in the access queue is no more than two.
But in both areas, a new rebuild request is not
performed if there are more than ten access re-
quests on the repair disk, except for the following
exception.

For a speedy rebuild, the rebuild time is lim-
ited. A constraint placed on the rebuild process is
that the number of rebuild blocks must exceeded
the elapsed time multiplied by a constant. If in-
sufficient blocks have been rebuilt, dispatch base-
line rebuild access requests are forced. In this
simulation, the maximum rebuild time is 40 min-
utes (about 10 times of disk full scan time).

3.2 Simulation assumptions

Simulation parameters are as follows. Table 1
shows the disk model parameters. The block size
is 4KB. The striping unit is set to the block size.
The position of the parity is incremented by one
track when rotated among the disks of the parity
protected cold area.

To compare performance, four configuration
are examined, hot mirroring, naive RAID5, mir-
roring with fixed data position, and mirroring
which adopts data floating and uses the same
method to balance the load as hot mirroring on
write operations. Naive RAIDS5 is the same man-
agement scheme as used by the cold area manage-
ment on hot mirroring, and mirroring and mirror-

cylinders/disk 949

tracks/cylinder 14
sectors/track 6
sector size 4096 bytes
revolution time 13.9ms
seek time model | seek(d) = 2.0 +0.01 - d + 0.46 - Vd
track skew 1 sector

Table 1: Disk model parameters

RAID5 83.3 %
Mirror (naive) 50.0 %
Mirror (data floating) 49.9 %
Hot Mirroring 66.7 %

Table 2: Data capacity on each configuration
(normalized by total disk volume)

ing with data floating disk arrays uses the same
management scheme of hot mirrored area on hot
mirroring. Table 2 shows the effective data ca-
pacity of these configurations in the simulation.

Disk arrays are composed as follows: Hot mir-
roring has 4 disk groups, which have 5 data disks
and a parity disk in the cold area. (4*(5D+P)
denotes this parity configuration later.) 20% of
the total physical disk capacity are allocated to
the hot mirrored area, which means that 15%! of
the total blocks in the cold area can be stored in
this area. The hot area must have some amount
of free area on each disk pair. This free capac-
ity is set to half a cylinder. In other word, when
the number of free blocks in the disk pair be-
comes less than half a cylinder, data migrations
are executed. The naive RAID5 disk array has
4*(5D+P) configuration. In this simulation, data
position is fixed and 20% of total capacity is not
used at all for the adjustment of the capacity for
hot mirroring. Both naive mirrored disk array
and data floated mirrored disk array adopt the
chained declustering method. Mirrored disk ar-
rays have the same number of disks as used for
hot mirroring in order to compare performance.
Therefore, the data capacity of mirrored disk ar-
rays is smaller than that of hot mirroring. The
data floated mirrored disk array must have some
free area. This free capacity is set to half a cylin-
der for each disk pair.

To simplify the simulation, it is assumed that
the disk array controller and the bus between the
. 0.2/2

0.8x5/6

=0.15



controller and disks are sufficiently fast. Based
on this assumption, the controller can find free
disks and dispatch accesses for rebuilding as soon
as some disks become free. All the control tables
are maintained by the controller. Disks also have
an intelligent controller and begin track accesses
on the sector which the disk head encounters first
after the head becomes available.

Disk accesses (which includes migration ac-
cesses and rebuild accesses) are performed on first
come first serve basis. Access requests are fixed at
4KB. The interval of access request arrivals have
a negative exponential distribution. The load is
controlled by changing the mean time between
access requests. That is, the access requests are
randomly distributed. Access locality is as fol-
lows: blocks are divided into two groups and y%
of the blocks belong to the first group. In each
group, the access probabilities are equal, but %
of the access requests are concentrated on the first
group. (Later referred to as z-y access locality.)
The blocks which belong to the first group are
randomly distributed over all the disks. Statistics
gathering begins after initial 2 millions write ac-
cesses to hot mirroring and after initial 100 thou-
sands write accesses to the other disk arrays.

4 Evaluations of hot mirroring

4.1 Read response time analysis in
normal mode

Figure 3 shows the response time in which 90%
of the read requests have been completed for
100,000 access requests for 90-10 access locality
for two different write ratios ( (a) Read:Write =
7:3, (b) Read:Write = 1:1 ). The horizontal axis
shows the mean arrival rates of I/O requests, the
vertical axis shows the read response time. Hot
mirroring shows much better performance than
the naive RAID5 disk array. At low loads, hot
mirroring shows almost the same performance as
the mirrored disk array with data floating and a
little better performance than the mirrored disk
array. But hot mirroring cannot bear higher loads
than mirrored disk arrays because the separa-
tion cost becomes non-negligible for high loads.
This overhead is required for the write opera-
tion. Therefore the higher the write probability
becomes, the worse performance of the hot mir-
roring will be relative to mirrored disk arrays.
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Figure 3: Response time for 90% of the read re-
quests in normal mode (90-10 access locality)

4.2 Read response time analysis dur-
ing rebuild mode

The performance during rebuild mode is as
important as that of normal mode. Figure 4
shows the response time for completion of 90%
of the read requests for access requests during
the rebuild process with 90-10 access locality on
Read:Write = 7:3. Every method shows slightly
worse performance than that of normal mode.
Among all configurations, the naive RAIDS disk
array is most strongly affected by the rebuild pro-
cess. The curve of rebuild mode is shifted upward
compared with that of normal mode. In this sim-
ulation, the access probability for a disk during
normal mode is about 4.2%. So 90% completion
response time shown in figure 4 may show the
value for blocks which are on live disks. -

In order to clarify the impact on the access re-
quests which are highly affected by the rebuild
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Figure 5: Response time for 99% of the read re-
quests during rebuild mode (90-10 access locality,
Read:Write = 7:3)

process such as requests to the broken disk, the
response time for completion of 99% of the read
requests on the same data used in figure 4 is ex-
amined. Figure 5 shows the result. The naive
RAIDS5 disk array is strongly affected by the re-
build process. The other methods show slightly
worse performance than that of 90% read requests
case. Hot mirroring shows worse performance
than that of mirrored disk arrays. In mirrored
disk arrays, all data is copied. In hot mirror-
ing, reconstruction of the broken data in the cold
area is required. This difference causes the re-
sponse degradation for hot mirroring. But the
performance of hot mirroring is significantly ‘bet-
ter than that of the naive RAIDS5 disk array since
most of the read requests against broken disk can
be covered by paired drive in hot mirroring.
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Figure 6: Response time for 90% of the read
requests in normal mode (80-20 access locality,
Read:Write = 7:3)

4.3 Impact of access locality

Hot mirroring makes use of access locality for
improving performance. The degree of access lo-
cality may affect performance. Figure 6 shows
the read response time for completion of 90% of
the read requests complete for 100,000 access re-
quests with 80-20 access locality on Read:Write
= 7:3 in normal mode.

For 80-20 access locality, hot mirroring shows
much worse performance than does 90-10 access
locality and somewhat better performance than
that of naive RAIDS5 disk arrays. In this simula-
tion, the disk array which adopts hot mirroring
holds the hot area whose capacity is 15% of the
total data capacity. For 90-10 access locality, all
hot blocks are stored in the hot area. But for
80-20 access locality, not all of the hot blocks can
be stored in the hot area, which causes block mi-
grations to occur more frequently. Therefore the
overhead of separating hot blocks becomes much
larger for 80-20 access locality than for 90-10 ac-
cess locality. Thus the effectiveness of hot mir-
roring decreases when the access locality is not
high, but it never shows worse performance than
naive RAID5 disk arrays.

Figure 7 shows the performance for 80-20 ac-
cess locality during rebuild mode. Although the
overhead for write accesses is large, hot mirror-
ing can still balance the load to make use of the
copy in the hot area. So hot mirroring shows bet-
ter performance than that of naive RAIDS. disk
arrays during rebuild mode also.
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5 Conclusion

This paper presents the new storage manage-
ment scheme named “hot mirroring” for obtain-
ing higher performance and larger data capacity.
This scheme makes use of access localities. Each
disk is divided into two regions, the hot area and
the cold area. In order to reduce the overhead
of recording redundant information and to bal-
ance the load among all disks, all blocks in the
hot area are mirrored. In the cold area, a parity
encoding scheme is adopted for redundancy with
low storage overhead. Hot mirroring makes the
assumption that all written blocks are hot. Cold
blocks in the hot area are estimated by examin-
ing the elapsed time since the last access occurs.
They are migrated to the cold area according to
the number of free blocks in the hot area.

The feasibility of hot mirroring was examined

through simulation. For high access localities,
hot mirrored disk arrays show much higher per-
formance than that of naive RAID5 disk ar-
rays. At low loads, hot mirrored disk arrays have
slightly better performance than the mirrored
disk arrays and almost the same performance as
that of mirrored disk arrays which adopt data
floating. But hot mirroring cannot provide higher
performance than mirrored disk arrays because of
the overhead of separating the hot blocks. During
rebuild mode, hot mirroring shows slightly worse
performance during the rebuild process than do
mirrored disk arrays, but has much better per-
formance than naive RAID5 disk arrays. For
low access locality, the overhead of separating
hot blocks and cold blocks becomes high but hot
mirroring never becomes worse performance than
that naive RAIDS disk arrays.

In this paper, we intended to clearly show the
feasibility of using the hot mirroring method.
Therefore we did not combine other methods
which have been proposed to improve perfor-
mance which could increase further hot mirror-
ing’s performance. There is also room for im-
proving storage efficiency. These optimizations
are for future investigation.
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