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Abstract: The risk of DNS cache poisoning attacks using IP fragmentation was presented by Herzberg and
Shulman in 2012 and 2013. And we showed that the attacks are feasible, and several open-source imple-
mentations were still affected by the attacks. In the wake of our proposal, measures to major open-source
implementations for ignoring NS records in Authority or Additional sections of negative response at DNS
cache server, and for ignoring Path MTU Discovery at DNS authoritative server were taken. Also, DNS flag
day 2020 is planned to take measures against fragmentation attacks such as reducing default EDNS buffer
size. If the authoritative servers that manage TLDs or multiple zones have not been taken measures, this
attack increases the risk of massive hijacking at once. In this research, we survey whether authoritative
servers that manage TLDs can be affected by the attacks.
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1. Introduction

Domain Name System (DNS) has some threats, such as

cache poisoning attacks. Cache poisoning is an attack that

the attacker sends spoofed DNS response to inject fake re-

source records (RRs) to the full-service resolver’s cache. As

a measure against these attacks, DNS Security Extensions

(DNSSEC) has been standardized. DNSSEC enables verifi-

cation of origin and integrity of the response by validating

digital signatures based on public-key cryptography.

DNSSEC-signed TLDs exceed 90% as of August 6, 2019

[1]. However, most zones that registered with TLDs have

not signed. Moreover, according to APNIC’s statistics,

DNSSEC full-validating resolvers are around 20% *1.

In such a situation, Herzberg and Shulman presented a

new cache poisoning attack concept using IP fragmenta-

tion (fragmentation attacks) in 2012 [2] and 2013 [3]. And

Hlaváček presented that the attacker can trigger IP frag-

mentation using Path MTU Discovery (PMTUD) [4]. Based

on those, We reproduced the concept and confirmed that

fragmentation attacks are feasible, and several open-source

implementations were still affected by the attacks [5].

In the wake of our proposal, some major open-source re-

solver implementations took measures to ignore NS RRs in

the Authority or Additional sections of negative response

[6], [7]. Also, authoritative server implementations took

measures to ignore PMTUD [8], [9], [10]. DNS flag day

2020, which focuses on the problems caused by IP fragmen-
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tation, is planned [11], and the EDNS buffer size value rec-

ommended by the DNS community was discussed [12].

The attacker can abuse an un-measured authoritative

server for exploiting fragmentation attacks. Also, if the ISP

or organization uses an un-measured full-service resolver,

that resolver may be poisoned by the attacks. Particularly, if

the TLDs or DNS hosting service operators use un-measured

authoritative servers, the attacks increase the risk of massive

hijacking at once. Therefore, in this research, we surveyed

the authoritative servers that manage TLDs to determine

whether they can be affected by the attacks. We report the

result that more than half of the TLDs were affected, and

it became clear that measures were not progressing from

August to October.

2. Related Work

Research on IP fragmentation using PMTUD and survey

of the fragmentation status of DNS responses depending on

setting the EDNS buffer size are being conducted.

Göhring et al. investigated how common PMTUD is in

actual communications using a data set from the Center for

Applied Internet Data Analysis (CAIDA) [13]. That indi-

cated approximately 95.7% of the Next-Hop MTU value in

PMTUD is in the range of 1350 to 1500 bytes. Also, they

investigated whether or not changing PMTU using PMTUD

is possible for a total of 5000 domains of Alexa Top 1M’s top

4000 domains and 1000 domains from 100,000. As a result,

it was found that about 80% of the servers were reduced by

less than 600 bytes.

Fujiwara surveyed the fragmentation status of the re-

sponse of Alexa top 1M domain [14]. That survey queried

domain name for A and AAAA RRs and compared the DNS
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fragmentation status when the EDNS buffer size was set to

4096 bytes and 1220 bytes. That showed when the EDNS

buffer size is set to 4096 bytes, 64334 packets (about 0.3% of

the total packets, 2438 IPv4 addresses) were fragmented. In

contrast, in the case of 1220 bytes, the number was reduced

to 26 packets.

Brandt et al. showed a technique for issuing certificates

illegally from Certificate Authorities (CA) that issues Do-

main Validation (DV) certificates [15]. Cache poisoning is

performed on the CA resolver, and the attacker issues a cer-

tificate by illegally proceeding with the e-mail authentica-

tion procedure. In addition to proposing DV improvement

methods in this paper, it is shown that IP fragments are

prevented, and DNSSEC is fully supported as countermea-

sures against this attack. Also, Let’s Encrypt changed the

EDNS buffer size to 512 bytes based on this research [16].

3. Fragmentation Attacks

In this section, we explain the concept, attack examples,

and measures of fragmentation attacks.

3.1 Concept

Fragmentation attacks abuse the IP fragmentation re-

assembly process. On DNS and UDP, fragmented IP pack-

ets excluding the first fragment do not contain UDP header

(source port number) and DNS Header section (transaction

ID, query name, and count of RRs in each section). Hence,

the attacker attempts to tamper with a legitimate DNS re-

sponse by replacing the second or following fragments. The

impact of the attacks depends on the full-service resolver

implementations and cached data.

We show the attack procedure targeted to the open re-

solver in Fig. 1. The attacker considers the DNS query that

the response causes IP fragmentation, and spoofed RRs will

be cached. Next, the attacker sends some spoofed second

fragment packets to the victim resolver. The source IP ad-

dress of these packets must be set to the target authoritative

server, and IP Identification (IP-ID) is set as random. After

sending fragment packets, the attacker sends a DNS query

to the victim resolver to trigger name resolution. If there

is a spoofed second fragment that matches the IP-ID of the

legitimate first fragment, the OS will reassemble these pack-

ets. Then, if the resolver accepts the reassembled response,

the attack will succeed.

When the fragmented packets are received, the OS is

buffering these packets until the host receives all fragments.

On the Linux kernel, the buffer size is 64 packets by default,

and the timeout is 30 seconds. The reassembly process does

not depend on packet arrival orders. Hence, the attacker

can send spoofed fragments up to the limit of buffer before

sending a DNS query.

To performing the reassembly process, several fields such

as IP-ID, UDP checksum must match with the legitimate

DNS response. On DNS, if the zone information and server

configuration are consistent, it can be expected that the au-

thoritative server returns the same response to the same

Resolver Authoritative server Attacker

1. Send spoofed second fragments 
with random IP-ID set.

2. Send DNS query.

3. Send DNS query.

4. Send first fragmented DNS response.

5. Send second fragmented response.

If the IP-ID of 4. matches 1., 
a spoofed response will generate 

by reassemble process.

If the IP-ID of 4. matches 1., 
5. will discard after the timeout, 

otherwise 4. and 5. will be reassembled.

Fig. 1 Procedure of IP fragmentation attacks.

query.

In addition, UDP checksum is 2 bytes value, which is cal-

culated as one’s complement sum of UDP pseudo header

and payload and one’s complement. UDP checksum can be

adjusted by changing the TTL value in the RRs or by using

the EDNS padding option. Therefore, the attacker can ob-

tain a legitimate response and adjust UDP checksum. The

attacker only needs to predict IP-ID value and the entropy

of DNS response decreases to 16 bits on IPv4.

3.2 Path MTU Spoofing

Most DNS response sizes are less than 1500 bytes. Hence

the response is less likely causing IP fragmentation. Ex-

ploiting attacks need to trigger fragmentation. It is also

beneficial for an attacker to adjust the fragmentation posi-

tion to the boundaries of the sections or RRs in the DNS

message. These can be executed by PMTU spoofing that

exploits PMTUD.

PMTUD is a mechanism to suppress fragmentation on

the path by searching for an MTU on the path and cause

fragmentation by the sender. That is standardized in RFC

1191 on IPv4, and RFC 1981, 8210 on IPv6. On IPv6, IP

fragmentation must be caused by the end node.

We show an example of the PMTU spoofing attack on

IPv4 in Fig. 2. The attacker sends an ICMP echo request to

the authoritative server which force to cause fragmentation.

The source IP address is set to the target resolver. Then,

the attacker sends ICMP type=3 (destination unreachable),

code=4 (fragmentation needed and DF set) message to the

authoritative server. This packet may be called Packet Too

Big (PTB). The Next-Hop MTU value in PTB can be set to

an arbitrary size that the attacker wants to cause fragmen-

tation. If the authoritative server accepts the PTB packet,

the server will cause fragmentation for packets destined for

the resolver.

As a result of our confirmation on IPv4, Arch Linux

(Linux Kernel 5.1.9) accepts PTB, and the PMTU can be

decreased to 552 bytes. In contrast, FreeBSD 12.0 ignores

the PTB packet. Therefore, if the authoritative server run-

ning on Linux, the server may be abused for the attacks.
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Resolver Authoritative server Attacker

1. Send ICMP echo message 
(IP.src is Resolver's address, 

with the DF bit set).

2. Send ICMP echo reply message.

3. Send PTB packet 
(ICMP type=3, code=4, 

IP.src is Resolver's address).

If 3. is accepted, the 
PMTU to the resolver 

changes to the value set 
by the attacker. Set the Next-Hop 

MTU value desired 
by the attacker.

Fig. 2 Procedure of PMTU spoofing.

Fig. 3 Example of legitimate negative response.

3.3 Attack Vectors

3.3.1 Negative Response Replacement Attack

DNSSEC uses NSEC or NSEC3 RRs to prove authen-

ticated denial of existence. Consider the case where a

client queries a non-existence name with the DO bit set.

If the zone that has received the query is DNSSEC-signed,

the authoritative server returns negative response, includ-

ing NSEC/NSEC3 and RRSIG RRs in the Authority sec-

tion. The negative response replacement attack replaces

these RRs with fake NS RRs.

We show a legitimate response example in Fig. 3 and a

spoofed response example in Fig. 4. In this attack example,

we replace the last RRSIG RR in the Authority section with

NS RR and adjusted UDP checksum and message length by

the EDNS padding option.

This attack is based on ranking data described in RFC

2181 and the negative response format that showed in RFC

2308. Ranking data defines the trustworthiness of data. A

negative response is an authoritative answer, and NS RRs

in the Authority section of that response is usually more

trustworthy than the cached record. In addition, RFC 2308

describes some response examples that include NS RRs in

the Authority section. If the resolver implementation that

is compliant with these RFCs and accepts NS RRs in the

Authority section, this attack will succeed.

If the full-service resolver is queried for a name or record

Fig. 4 Example of spoofed negative response.

Fig. 5 Example of legitimate delegation response.

that does not exist in the cache, the resolver will query the

authoritative server. For this reason, an attacker can cause

a query by selecting a random label that does not exist in

the cache and can attack continuously. However, it is neces-

sary to select a label or fragmentation position so that the

payload of the second fragment is constant.

With this attack, domain hijacking is possible with the

non-validating resolvers. Also, subdomain injection may be

possible even if the resolver is validating when the target

zone uses NSEC3 Opt-Out [2], [3].

3.3.2 Delegation Response Replacement Attack

When the child zone is delegated to other organizations,

the parent zone returns a delegation response. Delegation

response includes NS RRs in the Authority section. Also,

if there are A/AAAA RRs corresponding to NS RRs and

the name is the in-bailiwick name of the parent zone, the

response includes these RRs as glue records. The delega-

tion response replacement attack replaces these glue records

with fake A/AAAA RRs. This attack is replacing these glue

records to induce fake authoritative servers.

We show a legitimate response example in Fig. 5 and a

spoofed response example in Fig. 6. In these examples, we

show a delegation response from the DNSSEC-signed zone

to an unsigned zone.

This attack is based on DNSSEC specifications that non-

authoritative RRs do not have RRSIG RRs. Since the

glue records are non-authoritative information, there are
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Fig. 6 Example of spoofed delegation response.

no RRSIG RRs corresponding to glue records, even if

the zone is DNSSEC-signed. Therefore, even if the par-

ent zone is DNSSEC-signed and the resolver is validating

DNSSEC response, the resolver may cache spoofed glue

records. Note that when the delegated zone is DNSSEC-

signed, the DNSSEC-validating resolver will handle the re-

sponse as SERVFAIL.

In Fig. 5 and Fig. 6, NSEC3 and RRSIG RRs are used to

increase the response size. However, when a more signif-

icant number of NS RRs in the Authority section or long

label is used to NS RRs, these increase the possibility of

fragmentation.

3.3.3 Other Attack Vectors

It is conceivable to use a response from a zone in which a

wildcard is set (e.g., the owner of the RR is *.example.jp.).

A wildcard can always cause a query by randomly querying

a domain name that does not exist in the cache, as in the

case of a negative response.

Since the response message size, including a large number

of NS RRs and long TXT RRs, exceeds the MTU and causes

fragmentation, it can be used for attacks.

Another possible attack is to contaminate the sibling do-

main’s NS and A/AAAA RRs (e.g., delegation response

when querying small-is-beautiful.jp. to jp.). In this

case, even if the response of the own domain is small, the

response becomes weak if the response of the sibling domain

is massive. The attacker could prepare the zone.

3.4 Measures

In the wake of our proposal, Unbound 1.8.2 and later [6],

and PowerDNS Recursor 4.2.0 and later [7] have taken mea-

sures to ignore NS RRs in Authority section of negative

response. In our confirmation, BIND and Knot Resolver do

not affect the negative response replacement attack. Also,

the Linux Kernel 3.15 and later have IP_PMTUDISC_OMIT

socket option that ignores PMTUD. NSD 4.1.27 and later

[8], Knot DNS 2.8.2 and later [9], and PowerDNS Authori-

tative Server 4.2.0-rc2 and later [10], this option is used to

avoid fragmentation. BIND has been used for this option be-

fore our proposal [17]. Note that, on IPv4, FreeBSD avoids

PTB, so it seems any implementations are unaffected.

Effective countermeasures include avoiding fragmentation

by reducing the EDNS buffer size and dropping fragmented

DNS responses using a firewall. These measures are also

mentioned in [14], [18], [19]. The recommended value of

buffer size was discussed [12], and the value such as 1220,

1232, 1280 bytes are listed as candidates in the DNS com-

munity. At the time of writing this paper (November 7,

2019), the recommended value in [11] is 1232 bytes. How-

ever, since even smaller responses can be attacked, we pro-

pose 512 bytes the same as usual.

Other measures include reducing query name length

with QNAME Minimisation, caching each zone’s NS RRs

as the authoritative data, and deploying DNSSEC com-

pletely. However, Herzberg and Shulman said, “incremental

DNSSEC deployment is vulnerable to our cache poisoning

attacks” in [2].

Also, if the full-service resolver does not perform DNSSEC

validation, the resolver sends queries without the DO bit

to reduce the response size. However, in RFC 4035, the

DNSSEC-compatible resolver must always turn on the DO

bit, and some implementations such as Unbound cannot

turn off the DO bit with configuration *2.

4. Survey

4.1 Objectives

As shown in section 3, it is possible to easily tamper DNS

messages by causing IP fragmentation using PMTU spoof-

ing and the response with the DO bit set. The impact

of fragmentation attacks becomes more serious when the

shared authoritative server that manages TLD or multiple

zones is targeted. Particularly, TLDs are DNSSSEC-signed

more than 90% [1], and the response size is more significant

than the unsigned zone. Therefore, in the un-measured full-

service resolver, the TLD hijack is possible if the resolver

does not perform DNSSEC verification using the negative

response replacement attack. Even if the resolver validates

the DNSSEC signatures, subdomain injection may be suc-

cessful [2], [3].

From the above, it is said that if the TLD’s authoritative

server that affects PMTU spoofing is more dangerous. Thus

the objective of this survey is to clarify the countermeasure

situation in TLDs.

4.2 Method

We scanned 1387 TLDs that DS RR is registered in the

root zone as of August 6, 2019 [1]. We conducted the scan in

August and October 2019. In the scan, we sent PTB pack-

ets and DNS queries to each TLD’s authoritative servers.

Then, we inspected whether the authoritative servers ac-

cepted PTB and replied fragmented DNS responses based

on that MTU value. The scan was based on IP addresses,

the authoritative server that manages multiple TLDs was

scanned any one of the TLDs. We use FreeBSD 12.0 and

scapy 2.4.0 to send and analyze packets, and tcpdump to

*2 Unbound can be turned off the DO bit by changing EDNS DO
in util/net help.h.
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capture packets.

4.2.1 PMTUD Scan

We scanned whether the PTB packet can change the

PMTU value. The procedure is as follows.

( 1 ) Send a 1454-byte ICMP echo message to the TLD’s au-

thoritative server with the DF bit set.

( 2 ) Check the ICMP echo reply message from the authori-

tative server.

( 3 ) If there is a response from the authoritative server, send

PTB with Next-Hop MTU set to 68 bytes for ICMP

echo reply, then send ICMP echo message again.

( 4 ) check the ICMP echo reply again.

The above was repeated five times to check whether the

ICMP echo reply was fragmented. When the authoritative

server returned a fragmented response, the packet size of

the first fragment was also recorded. The timeout was set

to 2 seconds, and if there was no response during that time,

it was judged as “noreply”. Note that when the authorita-

tive server that did not reply ICMP echo request, we do not

execute step 3 and 4.

4.2.2 DNS Fragmentation Scan

We scanned whether the DNS response can be fragmented

by the PMTU value set by the PTB packet. The procedure

is as follows.

( 1 ) query a non-existence name with the DO bit set and the

EDNS buffer size set to 2048 bytes after the PMTUD

scan.

( 2 ) check the DNS response.

The above was repeated five times to check whether

the DNS response was fragmented. A DNS response was

recorded as fragmented when the first fragment was less than

or equal to the size recorded by the PMTUD scan. When

the authoritative server returned a fragmented response, the

packet size of the first fragment was also recorded. The time-

out was set randomly between 2 and 5 seconds, and if there

was no response during that time, it was judged as “nore-

ply”. This scan also recorded EDNS buffer size values for all

responses. Note that the NS RRs that could not be resolved

are not scanned.

4.3 Result

We show the number of NS RRs each TLD has in Fig. 7.

In the scan conducted in August, the average number of

NS RRs registered in each TLD was approximately 4.80, in-

cluding those that could not be resolved. Of these, a total

of 3151 hosts were used as authoritative servers for name

resolution in all TLDs. In October, the average number of

NS RRs was approximately 4.78 RRs, and a total of 3127

hosts were used as authoritative servers for name resolution

in all TLDs. The number of NS RRs that could not be re-

solved was 45 in August and 42 in October. As of October,

3 TLDs listed in [1] were removed from the root zone. Also,

in both August and October, 3107 hosts were used, 44 were

not used, and 20 hosts were added.

We show the scanned result for each host in Table 1.

As a result of the scan conducted in August, 3071 hosts

Fig. 7 Number of NS RRs registered for each TLD.

Table 1 Fragmentation status of ICMP and DNS responses per
host.

DNS frag
August October

ICMP frag Yes No noreply Yes No noreply
Yes 1792 328 3 1759 334 3
No 52 896 0 52 902 1
noreply 0 75 5 0 71 5

Table 2 Correspondence in DNS fragmentation status for each
host in August and October.

October
Yes No noreply

A
u
g
u
st Yes 1635 184 2

No 164 1114 0
noreply 1 0 7

(1792 + 328 + 3 + 52 + 896 + 0) replied ICMP echo request,

and the packets of 2123 hosts (1792 + 328 + 3, approxi-

mately 67.4%) are fragmented. On the other hand, 3051

hosts (1759+ 334+ 3+ 52+ 902+ 1) replied ICMP echo re-

quest, and 2096 hosts (1759+334+3, approximately 67.0%)

sent fragmented reply in October scan. The packet length

of all first ICMP fragment was 548 bytes both August and

October. As a result of DNS scan, we got responses from

3143 hosts (1792+ 52+ 0+ 328+ 896+ 75), and 1844 hosts

(1792+52+0, approximately 58.5%) replied fragmented re-

sponses in August. Whereas in October, we got responses

from 3118 hosts (1759 + 52 + 0+ 334 + 902 + 71), and 1811

hosts (1759 + 52 + 0, approximately 57.9%) replied frag-

mented responses.

We show the correspondence in DNS fragmentation status

for each host in August and October in Table 2. 2756 hosts

(1635 + 1114 + 7, approximately 88.7%) did not change the

status.

We show the results of summarizing the number of hosts

that returned fragmented DNS responses by PTB for each

TLD in Fig. 8. The number of fragmented hosts increased

from August to October. Fig. 9 shows the percentage of

hosts that returned the fragmented DNS responses of each

TLD in August, and Fig. 10 shows the results in Octo-

ber. Fig. 11 shows that the change in fragmented NSs each

TLD between August and October. The number of hosts

increased by 523 TLDs (approximately 37.8% of all TLDs),
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Fig. 8 Number of hosts that return fragmented responses due to
the influence of the PTB of each TLD.

Fig. 9 Percentage of hosts returning fragmented DNS responses
in NS RRs for each TLD in August.

Fig. 10 Percentage of hosts returning fragmented DNS responses
in NS RRs for each TLD in October.

of which one host increased by 453 TLDs (approximately

32.7%). It was 134 TLDs that decreased (approximately

10.0%), and 727 TLDs (approximately 52.5%) that did not

change.

We show the results of totaling the EDNS buffer size of

all responses in Table 3. Almost all responses were set to

4096 bytes. In addition, the number of responses with 1232

bytes set increased by 35.

Fig. 11 Change in the number of hosts that return fragmented
DNS responses from August to October.

Table 3 Number of responses for each EDNS buffer size value.

count
August October

bufsize all frag all frag
512 35 0 35 0

1220 15 0 15 0
1232 30 0 65 0
1280 20 5 20 5
1432 18 10 15 10
1450 5 1 5 1
1472 3 0 2 0
1480 5 0 5 0
1680 5 5 5 5
4096 15540 5663 15393 5619

32768 5 0 5 0

4.4 Discussion

Table 1 shows that more than half of the hosts return

fragmented DNS responses. Moreover, Table 1 and Table 2

shows that it can be said that there is almost no change

in the overall trend. Fig. 11 shows that an increase in the

number of hosts that return fragmented responses with ap-

proximately 38.7% TLDs. Most of those increased by one

host. In order to distribute the load on route servers and

TLDs with many accesses, anycast is used in which multi-

ple hosts respond to the same IP address depending on the

communication path. It can be considered that these re-

sults are affected by load balancing because there are few

changes when viewed from each host. Moreover, there are

some hosts where only the DNS response is fragmented with-

out the ICMP fragmentation.

Since the number of TLDs that return fragmented DNS

responses has hardly decreased, it can be said that the mea-

sures at the authoritative server have not progressed. Fur-

thermore, it is a critical situation. In addition, there is a

possibility that fragmentation attacks can be performed on

more than half of the TLDs, which is a critical situation.

Therefore, on the full-service resolver, it must take measures,

as shown in section 3.4. The authoritative server should also

take measures immediately.

From the results in Table 3, the EDNS buffer size has

hardly changed from August to October. And it is thought

that there are many hosts that use the default values (4096
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bytes) of each implementation as they are. Other than 4096

bytes, most hosts set 512 bytes in August, but 1232 bytes

were the largest in October. That may have been influenced

by many opinions recommending 1232 bytes during discus-

sions in the DNS community [11], [12], but the relationship

is not clear.

5. Conclusion

We investigated the fragmentation status of ICMP and

DNS responses by PTB for TLDs in August and October.

More than half of the hosts returned DNS responses that

were fragmented by PTB, and TLDs that used more than

half of the affected authoritative servers showed a slight

decrease. It has become clear that measures against frag-

mentation attacks on the authoritative server that manages

TLDs have not progressed. Furthermore, it is a critical situ-

ation that requires measures in the full-service resolver side.

TLDs are expected to take immediate measures.
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