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Caching Strategies for Wireless Data Broadcasts
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‘This paper studies caching strategies of a client for data items repeatedly broadcast
by the server under a mobile computing environment, where data items are delivered.
by broadcast and on-demand modes; We study caching strategies for reducing the
wait time required in data access and propose a new- algorithm based on the access
probability of the client, broadcast frequency of the server, and length of data items.

'Then we evaluate the performance of several algorithms using an analytical model :
and show that our algorithm is outstanding, especially when the cache size is rather
small.
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1 Introduction

The bandwidth of wireless communica-
tion networks in general is lower than that of
fixed networks. When many clients access a
server simultanebusly under such a network
environment, the communication channels
become busy and the response time becomes
very long. A solution to this problem is using a
broadcast mode instead of on-demand mode
for data delivery [Imie93]. In the broadcast
mode, a server repeatedly broadcasts a data
stream containing data items and each client
gets a necessary data item when it arrives.
The response time is independent of the num-
ber of clients, since the data stream is shared
among clients and no request message is sent
from the clients to the server. The data stream
looks as if it were a virtual sequential access
memory or disk on the air. The Broadcast disk
proposed by Acharya et al.[Acha95)] is based
on this approach. Imielinski et al. also pro-
posed a mechanism using both broadcast and
on-demand modes from the viewpoint of en-
ergy efficiency [Imie94].

We are developing a new wireless infor-
mation system, MobiCaster [Tana97], com-
bining broadcast and on-demand modes of
data delivery. Four technical issues are stud-
ied for improving the system performance.
The first issue is what data should be broad-
cast. The server may have many data items to
deliver to clients. If the server broadcasts all
of the data items, the data stream becomes
very long and clients will have to wait for a
long time until their necessary data items
arrive. On the other hand, if the server
broadcasts only a few data items, most of the
clients will access ‘data items using the on-
demand mode and the communication chan-
nels will be jammed. We proposed an algo-
rithm based on an analytical model that
minimizes the average response time of cli-
ents [Tana97]. Another issue at the server
gide is how often data should be broadcast.
The server can broadcast different data items
with different frequency. The frequent
broadcast of data items popular among clients
may reduce the wait time for such data items,
but increase that for unpopular data items.
Optimization of broadecast frequency of each
data item is therefore necessary.

The third issue is what data should be
cached at the client side. Caching broadcast
data items dramatically reduces the wait time.
However, since the capacity of client memory

is usually limited, all of the broadcast data
items cannot be kept in the cache. The selec-
tion of data items kept in the client cache is
very important. The last issue is whether a
client should wait or demand. Each client may
get a data item by two ways. One is waiting
until it is broadcast, the other is sending an
on-demand request to the server. The wait
time of the on-demand access depends on the
traffic of the communication channel, which
depends on how often clients use the on-
demand mode. Each client should decide the
access mode intelligently. '

This paper is focused on the third issue on
the client's side, caching strategies. We clas-
sify caching strategies from the viewpoint of
how they reduce. the wait time for broadcast
data items, and we propose a new algorithm
based on the access probability, broadcast
frequency, and data length.

2 Related Work

The notion of repetitive broadcast of data
was developed for the Datacycle architecture
at Bellcore [Herm87). Datacycle was designed
for a database machine with special purpose
hardware. More recently, Imielinski et al. at
Rutgers University investigated repetitive
broadcast under mobile computing environ-
ments [Imie93]. They also proposed a mecha-
nism using both broadcast and on-demand
[Imie94]. Their major concern was energy
efficiency for limited battery life. Acharya et
al. proposed the Broadcast disk with a control
by broadcast frequency. They also studied the
performance improvement obtained by using
caching [Acha95). However, caching strategies
for broadcast data have not yet been suffi-’
ciently studied.

8 System Model

. Figure 1 illustrates an information sys-
tem combining broadcast and on-demand
modes of data delivery. The system is com-
posed of a server and clients. The server re-
petitively broadcasts a data stream containing
data items, D1, D2 ..Dn, via a down-link
channel. Each client listens to the data stream
and receives data items when they arrive at
the client side. Each client can also send on-
demand request messages to the server via an
up-link channel and get data items via an-
other down-link channel.
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Figure 1: Information system with broadcast and on-demand modes

Figure 2 shows our system model of client
software organization. Application programs
(APs) demand necessary data items from the
Data manager (DM). The DM checks the cache
and if the data item is not kept in the cache
the DM selects either of the access modes,
broadcast or on-demand. If the on-demand
mode is selected, the DM requests the Access
manager (AM) to get the data item, and the
AM sends a request message to the server via
Up-link channel and gets the data item via
Down-link channel 2. Otherwise, the DM
waits until the Broadcast receiver (BR) re-
ceives-the data item via Down-link channel 1.
The DM also decides data items to be kept in
the cache. When such data items are received
by the BR, the DM stores them in the cache.

DM: Data Manager
BR: Broadcast Receiver
AM: Access Manager

Figure 2: System model of client

We have two research goals on the tech-
nical issues in the DM. The first is to mini-
mize the average wait time for demands of
APs by keeping relévant broadcast data items
in the cache (caching strategy). The second is
to minimize the wait time by using the on-
demand mode properly when the cache misses
the necessary data item (demanding strategy).
This paper discusses on caching strategies
only. , ’ ,

-
( )
(un) On-demand & @

Client

AP: Application Program

4 Caching Strategies

4.1 Assumptions

We studied caching
strategies for a kind of
news delivery applica-
@ tion, where many users

receive hypertext data

i via wireless LAN with

‘their palm top computers,

which have no local disk

storage. This paper as-
sumes following condi-
tions:

e The set of data items broadcast by the
server is fixed. We ignore data items not

- broadcast by the server, because this pa-
per is focused on caching strategies for
broadcast data items.

» The broadcast frequency and position of
each data item in the data stream is fixed.
Clients know the configuration of the
data stream by a timetable distributed by
the server in advance.

» Each client knows its statistical access
probability for each data item, but the
DM (Data manager) does not know which
data item will be demanded next by an
AP (Application program).

» Although the broadcast frequency of each
data item is reflected by the access
probability of major clients, highly prob-
able data items for each client may be
different from others and not always be
broadcast frequently.

» The capacity of the cache is far smaller
than the total size of broadcast data items,
and the wait time is negligible when the
cache hits the data item.

Client

4.2 Caching Strategies

The DM is required to manage the cache
so that the average wait time of demands
issued by APs is minimal. In other words, data
items of higher cost to get from the network
should be kept in the cache. For such cache
management, the DM can utilize information
on the access probability, broadcast frequency
and position, and length of each data item.

The average wait time W, when the on-
demand mode is not used, is calculated using
the following formula:

W =Y (Pis Mi*W3)

where Pi is the access probability, M7 is the
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cache miss probability, and Wi is the expected

wait time for the i-th data item. Two strate-

gies exist: reducing M for large F¥ or large Wi

The following caching algorithms are consid-

ered:

.« RND (Random) algorithm selects any
data items at random. It is the most sim-
ple, and reduces M uniformly.

« MAP (Most access probability) selects’

data items with high access probability.
It reduces Mi for large Zi.

e LFB (Least frequently broadcast) selects
data items with low broadcast frequency.
It reduces Mi for large Wi

e PIF (Probability inverse frequency) was
proposed for the Broadcast disk [Acha95].
It selects data items with high Pi/Fj
where F7 is the broadcast frequency of the

i-th data item. It is possible to reduce Mi

for large Pi and Wi
o PIFL (Probability inverse frequency &
- length) is our original algorithm, an im-
provement of PIF. It selects:data items
with high Pi/F¥/Li, where Li is the length
. of the j-th data item. PIFL is based on the
observation that selecting shorter data
items enables more data items to be kept
.in the cache and thus reduces M much
more efficiently.
There are algorithms with different combma-
tions, such as LDL (Least data length), PIL
(Probability inverse length), IFL (Inverse fre-
quency & length), and simple FIFO (First-in
first-out), but the above five algorithms are
sufficient to study performance improvement
by caching.

5 Performance Evaluation
5.1 Parameters

We use a simple ‘analytical model to
evaluate the strategies descnbed in the previ-

ous section. Table 1 shows the parameters and
typical values to be used for our performance
evaluation. These values were determined by
supposing an application system that provides
hypertext data written in HTML to diskless
palm top computers via wireless LAN. The
remainder of this subsection explains only the
noticeable parameters.

For Pi and Fi, the 80-20% rule [Sacc82] is
used. The 80-20% rule means 80% of access
requests concentrate to 20% of the data items.
In this paper, 20% of the data items accessed
by clients with the higher probability are
called hot data items, and 20% of the data
items broadcast by the server with the higher
frequency are called popular data items. As
mentioned previously, hot and popular data
items may be different because data items of
interested to some clients are different from
that of interest to other clients and not always
broadcast frequently by the server. We define
the similarity factor S between the two sets of
hot and popular data items. In the case of
S=100%, hot data items exactly match popular
data items. In the case of §=50%, 50% of hot
data items are popular but others are not
popular. It also means 50% of popular data
items are hot but others are not hot. In the
case of §=20%, hot and popular data items are
independent and have no mutual relation. It
means 20% of hot data items are popular but
others are not popular, and vice versa. Uni-

“form distribution is assumed for each data

item group throughout this paper so that our
model becomes as simple as possible.

5.2 Brondaast Frequency

Assignment of broadcast frequency at the
server is out of the scope of this paper, but has
a impact on the performance of clients. This
subsection, as a preliminary evaluation of the
following subsections, studies the relation

Symbol Parameter . . ) ‘| Values
-V .| Bandwidth of Down-link channel 1 1,000 KB/s _
"N | Number of broadcast data items 1,000 . .
~Li | Length of i:th data item : 25 or 100 KB 550% each) .
Ko Broadcast frequency of i-th data ltem obeys 80-20% rule )
opular | -5nonoula.rl
Pi Access probablhty of i-th data item ‘obeys 80-20% rule -
hot: 80%, non-hot: 20%
s Sumlanty factor between popular and hot data | 100-20%
sets
c Cache memory siz variable

Table 1: Evaluation parameters and values
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between the broadcast frequency of popular
data items and the average wait time of cli-
ents without caching.

The cycle time of broadcast 7, that is
elapsed time to transfer a data stream, is
calculated using the following formula:

T=Y@*L)/V
J

In the case where each copy of a popular data

item is located uniformly in the data stream,

the expected wait time Wi is as follows:
Wi=T/2Fi

Thus the average wait time W is as follows:

W =3 (Pis W)

Figure 3 shows the relation between the
broadcast frequency of popular data items Fp
and the average wait time W, when the simi-
larity factor is varied. In the case of S=100%,
W decreases as Fp increases, but W is almost
constant when Fp is from 3 to 5. In the cases
of §=76% and S=50%, W is minimum at the
point of Fp is 3 and 2, respectively. In the case
of §=20%, W increases as Fp increases. This
is because T becomes longer as Fp increases,
thus W goes higher when the similarity be-
tween hot and popular data items is low.
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Figure 3: Frequency vs wait time w/o cache

According to the above observations, we
fixed the value of Fp at 2 in the following

. evaluations.

6.3 Caching Stmi:eziea

This subsection evaluates the caching

algorithms when the on-demand mode is not

used. We study the relation between the cache
size C and the average wait time W of clients.
As mentioned previously, assuming that the
wait time is negligible when the cache hits the
data item, we calculate the average wait time
using the following formula:

W=Z(P1'*M*W1)

Wi=T/2F;
e RND (Random) algorithm: The cache
miss probability M7 is as following:
Mi=1-C/Y ILj
J
'« MAP (Most access probability):
. 0 (FPi>Pt)
M ‘{ 1 (Pi<Pt)
where Pt is the threshold of the access
probability. It is determined so that the
following formula is satisfied:

» C=Z(Li*true(Pi>Pt))

where the frue(x) function returns 1 if x
is true and returns 0 if x is false.
¢ LFB (Least frequently broadcast):
. 0 (FisFt)
M=
{ 1 (Fi>Ft)
where F% is the threshold of the broadcast
frequency. It is determined so that the
following formula is satisfied:
C= Z(Li*true(ﬁsﬂ))
i

e PIF (Probability inverse frequency):
M= 0 (Pi/Fi>Xt)
|l 1 (PisFisXt)
where X¢ is the threshold of the access
probability divided by the broadcast fre-
quency. It is determined so that the fol-
lowing formula is satisfied:
C =Y (Li+true( Pi / Fi > Xt )
i

- o PIFL (Probability inverse frequency &

length):
Mie 0 (Pi/(Fi*Li)>Yt)
| 1 (Pi/(Fi*Li)sYt)
where Yt is the threshold of the access
_probability divided by the broadcast fre-
quency and data length. It is determined
so that the following formula is satisfied:
C =Y (Li*true( Pi / (Fi* Li) > Yt )
i

Figure 4 shows the relation between the
cache size C normalized by the total size of
data items and the average wait time W, in
the case of S=100%, for the five caching
strategies. The performance improvement of
RND and LFB is very little. W of MAP and
PIF, both are identical in this case, decreases
almost constantly as the cache size increases.
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As we expected, W of PIFL is the smallest of
all. The performance improvement is out-
standing especially when C is from 4% to 8%.

4w
]
a
i ——RND
& —&— MAP
Y —a— LFB
g ~¥— PIF
8 —o— PIFL
b
&
=3

0

Cache size: C (%)

Figure 4. Cache size vs wait time when
8§=100%

Figure 5 is a similar graph for the case of
8=50%. The performance improvement of
MAP, PIF and PIFL looks better. This is be-
cause the wait time, when no cache is used, is
longer than that in the case of S=100% due to
the mismatch of hot and popular data items.

2

4

g 30 =D
& —&— MAP
B 20 —&— LFB
g —H—PIF
2 10 —8— PIFL
3

B

-]

Cache size: C (%)

Figure 5: Cache size vs wait time when S$=50%

6 Conclusiox_l

This paper investigated caching strate-
gies of a client for data broadcast by the server.
We studied strategies from the viewpoint of
how they reduce the wait time. Then we
evaluated five caching algorithms by analyti-
cal models, including a new PIFL algorithm
based on the access probability, broadcast
frequency, and length of data items. The re-
sults show the performance improvement of
PIFL is outstanding, especially when the
cache size is rather small.

There are many other issues to.be studied
in future work. In this paper, we assumed the
access probability for each data item is known;
but in many cases, knowing such statistics in

advance is difficult. New dynamic caching
algorithms should be developed something
like LRU (Least recently used) used under
traditional on-demand only environments. We
also assumed that the set of data items is
fixed and data item values are not updated.
Dynamic changes in the data require new
efficient algorithms. As for the network envi-
ronment, we assumed a single down-link
channel was used for broadcasting; but in
many wireless communication systems, mul-
tiple channels can be used. The server may
broadcast a data item on different channels
using different frequencies. This will have an
impact on caching algorithms.

Regarding the performance evaluation,
we used the uniform distribution based on the
80-20% rule throughout this paper. However,
more general non-uniform distribution such
as the Zipf [Gray94] should be used for more
extensive evaluation. Moreover, the effects of
interactions between broadcasting strategies
at the server side and caching strategies at
the client side should be evaluated.
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