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Abstract: In this paper, a novel copy-move forgery detection (CMFD) method for the digital image using the his-
togram and GLCM-based rotation-invariant feature descriptor is proposed. In developing an efficient CMFD method,
there are two fundamental challenges needed to be addressed: accuracy and processing time. To achieve this goal, a fast
and straightforward histogram-based, and GLCM-based local features are combined to increase the uniqueness and ac-
curacy of the detection while also maintaining the computational cost, resulting in relatively fast detection mechanism
suitable for practical use. The detection mechanism, firstly, performs keypoint detection using SURF-based keypoint
detection method. The local GLCM-based and histogram-based features for each block are then calculated and com-
bined using the convolution method. All generated features are then sorted and compared. Finally, lines between
matched features are drawn to express the relationship between the original and copy-move regions. Experimental
results show that the proposed method outperforms some traditional methods in term of accuracy while also greatly
reduces the computational complexity of the system compared to some existing techniques.
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1. Introduction

Counterfeit or falsified information has become a crucial prob-
lem in today’s digital information system. Today, it is not unusual
for people to unconsciously cast doubt on what they heard or saw
on news websites or the internet. An excellent and also a clas-
sic case of using the tampered digital image in the press was the
photo of Iran’s provocative missile test [2] appeared in several
primary and well-known news websites, i.e., Los Angeles Times,
The Chicago Tribune, BBC News and The New York Times. The
mentioned digital image was tampered by duplicating and adding
a picture of missile to the target image to emphasize the fright-
fulness of the event. Another good example concerning media
tampering in our daily life is clickbait. Clickbait [3] is a term
referring to web contents created to attract users attention and
trying to gain advertising revenue from the number of user clicks.
Clickbait usually involves altered digital images which exploit
users’ curiosities. Figures 1 and 2 show real examples of image
forgeries in our daily life.

Given an example of crime investigation system in Japan, af-
ter receiving permission to arrest the suspect from the court, the
police have a total of 72 hours to investigate or analyze all col-
lected evidence before deciding whether to release the suspect or
not. Practically, these 72 hours, to the police, are not long since
they have too much data and evidence to process, especially in
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Fig. 1 The photo of Iranian missile test appeared in the press: original (left),
tampered (right) (original photo from Nizza, N., and Lyons, P.J. [2]).

Fig. 2 A real example of using forged media, i.e., clickbait, on the internet
(from Taboola advertising company).
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Fig. 3 The most common process pipeline/framework of CMFD.

cybercrime cases. Therefore, a fast and accurate approach for
verifying the authenticity of every piece of digital evidence can
provide significant support to reduce the time spent and allow the
entire investigation processes to go smoothly.

To overcome the problems of forged media and counterfiet in-
formation, there are a number of detection methods and tech-
niques proposed in the literature. In this paper, our main contribu-
tion is focused on the detection of copy-move forgery (CMF). Re-
garding copy-move forgery detection (or CMFD), there are many
structures and frameworks proposed and studied in the last few
years. Most of the frameworks, however, also share some funda-
mental components as shown in Fig. 3. The CMFD pipeline con-
sists of 4 main stages: pre-processing, feature extraction, match-
ing, and post-processing.

First, pre-processing is a stage where some conversion, trans-
form, or decomposition techniques are performed. The goal of
the pre-processing stage is to prepare and represent data in a
way that makes the subsequent feature extraction stage more effi-
cient. The most simple, yet important methods of pre-processing
involve grayscale conversion, where RGB pixels are converted
into a grayscale image with a range of 0 to 255, and color space
conversion (e.g., RGB to HSV [4], or RGB to YCbCr [5]). De-
composition techniques, for example, wavelet decomposition [6],
or principal component analysis (PCA) [7], are belonged to this
stage.

Next, feature extraction is then performed. Feature extraction
is one of the most critical stages which will determine the overall
accuracy of the system. The goal of this step is to create a set
of short yet meaningful data vectors (so-called “feature descrip-
tors”) to represent each part of the target digital image. There are
a large number of techniques for extracting feature vectors from
the digital image [8], [9].

An extremely robust and very well-known technique in this
category is the Scale-Invariant Feature Transform (SIFT), first in-
troduced by Lowe [10], [11], [12]. While SIFT provides efficient
feature description technique which is robust against the various
challenging transformation including scaling, and rotation, it also
suffers from the high computational cost/complexity. Although

the detection results from SIFT may seem to be very efficient in
term of accuracy, SIFT, however, may not be a preferable choice
for using in real criminal investigations where a massive num-
ber of digital images are needed to be verified before using in
the court-of-law. Many studies attempt to speed-up SIFT key-
point detection and feature extraction processes. One of the well-
known and most successful method proposed so far is Speeded-up
Robust Feature (SURF) presented by Bay et al. [13]. Moreover,
some interesting techniques also utilize the pre-processing stage
in order to speed up the following SIFT feature extraction pro-
cess.

After extracting of feature descriptors in the previous stage,
feature matching processes are performed. This process involves
searching for matched patches or segments of the target image
with similar feature descriptors. The matching process is also
a crucial stage determining the overall detection speed of the
CMFD system. Lastly, stage 4 represents post-processing, where
raw matched detection results are filtered or processed to enhance
and produce the final detection results with the highest quality.

In this paper, we propose a new CMFD scheme using Gray-
Level Co-Occurrence Matrix (GLCM) [15] and histogram-based
feature description technique. This method is an upgraded ver-
sion of our previous work [1] with significant changes and im-
provements. The main contribution of our proposed method is
introducing a novel technique used in the feature extraction pro-
cess. Therefore, the details regarding pre-processing and post-
processing will not be discussed in this paper. We, however,
also point out some potential pre-processing and post-processing
methods for further developments.

The proposed method consists of 3 main steps: 1) keypoint
detection using SURF, 2) rotation-invariant feature extraction us-
ing GLCM and histogram local features, and 3) feature matching
process, which are presented in the following Sections 2, 3, and
4 respectively. Section 5 presents and discusses the experimental
results in details. Section 6 explains the further works and direc-
tions of our research. Finally, a brief conclusion is drawn in the
following Section 7.

2. SURF Keypoint Detection

To detect a set of good interest points within the target digi-
tal image, there are several ways to achieve this. Introduced by
Lowe [10], Scale-Invariant Feature Transform (SIFT) is the most
well-known and considered one of the most robust keypoint de-
tection methods in this field. Using fundamental of SIFT keypoint
detection, there are a number of keypoint detection techniques
proposed in the literature. SIFT, however, has its main drawback
regarding processing speed and high computational complexity
due to the use of the difference of Gaussian (DoG) in computing
Gaussian pyramid to achieve scale-space extrema detection. SIFT
scale-space extrema detection is what makes its keypoint detec-
tion robust and accurate. However, it also makes SIFT not suit-
able for some practical application where instantaneous or near
real-time processing speed is needed.

Inspired by SIFT, Speeded-Up Robust Features (SURF) was
proposed by Bay et al. [13] to provide a much faster and compu-
tationally efficient alternative to SIFT. While Lowe’s approach
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Fig. 4 Keypoint detection using SURF (original image from Ref. [14]).

tries to approximate Laplacian of Gaussian (LoG) with DoG dur-
ing the scale-space detection process, which has very high com-
putational complexity, SURF achieves the same goal of LoG ap-
proximation using a simple box filter. Utilizing integral images
can significantly lessen the computational cost of box filter con-
volution resulting in a speeded-up keypoint detection method.
SURF, in addition, can also be applied with parallel processing
to achieve better processing speed. In our work, SURF keypoint
detection method is adopted for fast and efficient searching of in-
terest points in the target digital image. The keypoint detection
is done by utilizing the determinant of the Hessian matrix. The
Hessian matrix is used to measure change around each point; the
point with maximum determinant value is then selected as the
location of the keypoint (see Ref. [13] for further details and con-
crete mathematical expression). Figure 4 shows the use of SURF
keypoint detection in our detection mechanism.

3. Feature Extraction Using GLCM and
Histogram-based Descriptor

In this section, we generate feature vectors (or so-called “de-
scriptors”) from keypoints obtained from the previous stage.
In this step, Gray-Level Co-Occurrence Matrix (GLCM) and
histogram-based local features are computed and combined using
convolution. To provide a better understanding of the GLCM-
based local feature generation, we first briefly introduce GLCM
in the following Section 3.1. The feature extracting procedures
are then described in the next Section 3.2.

3.1 Grey-Level Co-occurrence Matrix (GLCM)
Grey-Level Co-occurrence Matrix [15] (or GLCM, for short)

is an excellent statistical approach used in expressing spatial re-
lationships between each pixel and its neighbor or surrounding
pixels. GLCM is usually used in the field of texture analy-
sis. Some commonly used statistical values derived from the
co-occurrence matrix are homogeneity, energy, correlation, and
contrast [16], [17], [18].

Fig. 5 Example of GLCM with (0, 1) offset.

GΔx,Δy(i, j) =
n∑

x=1

m∑

y=1

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, if I(x, y) = i and

I(x + Δx, y + Δy) = j

0, otherwise

(1)

Equation (1) shows the mathematical expression of GLCM,
where i and j are referred to indexes of elements in the output
matrix. Furthermore, x and y represent pixel location of the target
digital image, and Δx and Δy are the spatial relationship param-
eters (so-called “offset”). Performing GLCM of the same target
image I with different offset parameters (for example, G1,−1 and
G1,1) may yield entirely different results. For better understand-
ing, Fig. 5 shows a practical example of GLCM.

The final result, i.e., co-occurrence matrix obtained from
GLCM, contains meaningful statistical and spatial relationship
information expressing uniqueness of the original image. There-
fore, the co-occurrence matrix can further be used to create robust
feature vectors for copy-move forgery detection.

3.2 Feature Extraction Process
For each keypoint detected by SURF, we then create the corre-

sponding feature vector using the following procedures.
( 1 ) For each key-point k, first, we choose the circle area Ck,r

around each keypoint within the radius r in the target
grayscale image.

( 2 ) With obtained pixels data from each circular area Ck,r, we
then normalize pixels information by subtracting each pixel
within the circular area with the local minimum pixel inten-
sity and then quantize all pixel value into a discrete set of
integers with the range of [1, n], where n represents the num-
ber of quantizing level. With both normalization and quan-
tization, we can reduce the effect of brightness adjustment
significantly.

Nk = Ck,r − min(Ck,r)

Qk = Quantizen(Nk)
(2)

( 3 ) In this step, we will create GLCM-based feature descriptors.
Using Qk, we compute GLCMs of each keypoint with offset
parameters: (−1,−1), (−1, 0), (−1, 1) and (0, 1), resulting in
G−1,−1, G−1,0, G−1,1 and G0,1 respectively. Each GLCM com-
puted is an n× n matrix, where n is the number of graylevels
used during the previous quantization process.

( 4 ) Next, we sum all GLCMs into one final matrix, T . Let i
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and j be the index of each row and column within T respec-
tively. The GLCM-based feature vector Fk( j) is then created
by computing the mean of all elements in each column of T .
Equation (3) shows the process of creating the GLCM-based
feature vector.

Fk( j) =

∑n
i=1 T (i, j)

n
(3)

In Eq. (3), j is the number of each corresponding column in
matrix T .

( 5 ) After creating the GLCM-based feature of the keypoint k,
we then compute the contrast feature γ from the previous
co-occurrence matrix T . A mathematical expression of the
contrast feature [16], [17] is shown in Eq. (4).

γ =

n∑

i, j=1

Pi, j(i − j)2,

Pi, j =
T (i, j)∑n

p,q=1 T (p, q)

(4)

( 6 ) Next, we also create a histogram-based feature by subtract-
ing each element of Ck,r with its center pixel intensity. The
subtracted data is used to created h-bin histogram Hk. In this
work, the number of bin was empirically determined which
can be changed or adjusted for better accuracy or processing
speed.

( 7 ) Finally, we create the final feature vector υk of the keypoint
k by using the following Eq. (5).

υk = (γ�Fk) ∗ Hk (5)

As shown in Eq. (5), the final feature vector for each key-
point is created by computing discrete convolution between
two data arrays: (γ�Fk) and Hk, which are (n + 1) and h-
element arrays respectively. The (γ�Fk) denotes the con-
catenation between the contrast feature γ and the GLCM-
based feature Fk. Since the discrete convolution between
any a and b-element arrays will result in a (a + b − 1)-length
array. Hence, the current length of each feature vector υk is
equal to (n + 1) + h.

4. Feature Matching

With detected keypoints and their corresponding features,
CMF tampered area of the target digital image can now be ef-
ficiently detected. The following steps explain the feature match-
ing process in detail.
( 1 ) With feature vectors derived from detected keypoints, we

then form a feature matrix M of size m × (n + 1) + h, where
m and (n + 1) + h are the total number of keypoints and the
length of each feature vector respectively. The k-th row of
this feature matrix Mk represents a previously derived fea-
ture vector υk. Figure 6 shows the structure of the feature
matrix.

( 2 ) For each row in M, we perform the inner product between
Mk and the transpose version of M (Mt). The arccosine of
the inner product results is then computed. Finally, sorting
the previous outcome will result in a sorted array S k which
can be used for making the final decision.

S k = sort(arccos(Mk × Mt)) (6)

Fig. 6 Overall structure of the feature matrix.

Fig. 7 An example of detection results obtained from our feature match-
ing process (original image from Ref. [14]) (top: detection results,
bottom: the ground truth image)

( 3 ) Finally, to determine whether the image at keypoint k was
tampered or not, we compared the second and third element
of the sorted array S k. The first element in S k is generally
a value created using inner product of Mk and itself which
is usually meaningless in this CMF detection problem. The
second and third elements in S k, however, generally should
share the same level of value. In case the difference between
the second and third elements of S k is greater than the pre-
determined threshold, the image at keypoint k can be consid-
ered as CMF tampered.

5. Experiment Results & Discussion

In this section, the detection results and some further discus-
sion are presented. First, the experimental results against the
public dataset are provided in Section 5.2, following with some
further discussions in Sections 6.1 to 6.5.

5.1 Testing Environments
The experiments were conducted using Matlab v.9.4.0.813654

(R2018a) on Intel Xeon Processor E3-1240 (3.50 GHz) computer
with 48 GB RAM running 64-bit Windows 10 OS. In this exper-
iment, 50 randomly selected forged digital images (without scal-
ing) from Ardizzone et al. public dataset [14] (i.e., D0 and D1)
are used to evaluate the accuracy of the proposed CMFD tech-
niques. Also, the proposed technique was also tested against 50
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original images without tampering from D3 dataset [14] for better
evaluation. Regarding parameters, the proposed method is tested
using radius of the circular area Ck,r equals to 8 pixels (r = 8),
64 GLCM quantizing levels (n = 64), 64-bin histogram (h = 64).
These numbers, however, are empirically determined and are sub-
jected to change for better performance.

Lastly, the experiment results were compared to the other 3 im-
portant CMFD techniques: 1) SURF-based CMFD proposed by
Bo et al. [19], 2) SIFT-based detection method, and 3) CMFD
technique using dyadic wavelet transform (DyWT) combined
with SIFT proposed by Anand et al. [20].

5.2 Experimental Results
The F1 score (so-called “F-score” or “F-measure”) [21] was

adopted to measure the efficacy of each detection mechnaism.
The following Eq. (7) describes the F1 score:

F1 =
2

1
p +

1
r

(7)

The value p and r represent precision and recall respectively.
In general, precision yields the rate of how many selected key-
points lead to the actual forgeries (true positive keypoint, TP for
short). Moreover, false negative keypoint (FN, for short) refers

Fig. 8 Comparison of CMF detection techniques (original photo from Ardizzone et al. [14]).

to the keypoint where the algorithm correctly predict that it was
not related to CMF. Out of the total number of TP and FN within
the target digital image, the recall shows how many TP was dis-
covered by the detection algorithm. Let TT P, T FP, and T FN be
the total number of true positive, false positive, and false negative
keypoints detected respectively. During the experiment, locations
of all matched keypoints were compared against the ground truth
image in order to determine precision and recall. The following
Eq. (8) shows the mathematical expression of precision and re-
call.

precision(p) =
TT P

TT P + T FP

recall(r) =
TT P

TT P + T FN

(8)

In addition to the use of F1, we also use the accuracy score to
compare the efficiency of each detection mechanism. Let k be
the total number of keypoints within the target image and TT N

be the number of keypoints where the algorithm correctly predict
that it was led to CMF.

ACC =
TT P + TT N

k
(9)

Figures 8 and 9 present the visual example of CMF detec-
tion using the proposed method compared with three other ap-
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Fig. 9 CMF Detection against rotated tampered image (original photo from Ardizzone et al. [14]).

proaches. We can see at a glance that the method having key-
point detection algorithm based on SIFT can detect more key-
points covering the broader area of tampered regions than the
methods based on SURF. The same goes for results on the ro-
tated tampered image. The SIFT-based approaches are, however,
cost significantly higher amount of computational cost. SURF-
based approaches, however, not only show the acceptable amount
of accuracy and F1 scores during the experiments, but it can also
significantly outperform SIFT-based approach in term of speed
(time consumption). Tables 1 and 2 present the experiment re-
sults against tampered and authentic images respectively.

Regarding the data presented in Tables 1 and 2, all numerical
results are average values calculated from the raw data; therefore,
some small calculation errors or inconsistencies may be presented

Table 1 Performance against CMF tampered images.

Methods p r F1 ACC Time(s)

SIFT 0.63 0.71 0.65 94.68 7.92
DyWT+SIFT [20] 0.48 0.41 0.43 90.06 1.71

SURF [19] 0.57 0.59 0.55 89.64 0.81
Our approach 0.72 0.60 0.64 92.36 2.98

Table 2 Performance against original authentic images.

Methods T NR FPR ACC Time(s)

SIFT 96.978 3.021 96.978 11.617
DyWT+SIFT [20] 95.810 4.189 95.810 1.834

SURF [19] 93.957 6.043 93.957 0.784
Our approach 97.252 2.747 97.252 2.968

due to the approximation and rounding. According to the results,
the comparison shows that our approach outperforms both SURF
and the combination between DyWT and SIFT (DyWT+SIFT,
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for short) in term of precision, recall, F1, and accuracy score. F1

and accuracy of our developed approach are still lower than SIFT
which is known for it very accurate detection results. The pro-
posed method, however, also yield the best performance while
having the highest TNR (true negative rate) and also the lowest
FPR (false positive rate) when being tested against a set of 50
original authentic images in Ref. [14]. Focusing on the computa-
tional cost, although the proposed method can perform slower
than SURF and DyWT+SIFT, the processing time of our ap-
proach is acceptable; therefore, with the higher level in efficiency,
it can be used in practice.

5.3 Performance Analysis and Discussion
Although the obtained detection results from keypoint-based

CMFD techniques (including our proposed method) may look
accurate and practically usable, the results, however, still need
some further post-processing steps (e.g., boundary tracing opera-
tions [39], RANSAC [24], or morphological operations [26], [36],
[37]) to make the final results complete or closer to the ground
truth image. Furthermore, keypoint-based approaches also have
one main drawback regarding the incapability of dealing with
low-contrast areas of the image (e.g., sea, sky, desert). Com-

Fig. 10 Comparison between the proposed method and the traditional exhaustive search-based feature
description approach (original photo from Ardizzone et al. [14]).

paring to the exhaustive search-based CMFD techniques utilizing
sliding windows or overlapping blocks which a massive number
of feature descriptors are generated from all windows or overlap-
ping blocks, the exhaustive search-based approaches may have an
advantage over keypoint-based approach in term of accuracy and
more precise localization of the tampered regions due to the mas-
sive number of keypoint generated from every pixel of the target
image.

On the other hand, keypoint-based methods have signifi-
cant advantages over the traditional exhaustive search-based ap-
proaches in term of computational performance and speed. Given
an example of a CMF tampered image with the dimension of
1,024 × 768 pixels as shown in Fig. 10. The CMFD system will
produce a total of 773,797 feature descriptors using an exhaus-
tive search-based approach (Mahmood et al. [37], for example)
and only 255 descriptors using our proposed method.

Let us assume that the exhaustive matching algorithm with the
complexity of O(n2) proposed by Mahmood et al. [37], in 2018,
is used to search for CMF regions. Searching for CMF regions,
the detection algorithm will need to compare and match feature
descriptors for approximately (773,797)2 times and (255)2 times
using the traditional exhaustive feature description technique and
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Fig. 11 Best (top) and worst (bottom) experiment results (original photo from Ardizzone et al. [14]).

the proposed technique respectively. The processing time using
the proposed method for the sample image in Fig. 10 is 1.41 s.
The exhaustive approach, however, consumes roughly 66 hours
(i.e., almost three days) to complete the detection under the same
testing environment. Therefore, it is clearly shown that the ex-
haustive search-based approach is impractical for CMFD under
time pressure condition.

Regarding detection failure in our approach, generally, the pro-
posed method can efficiently detect anomalies within the target
CMF tampered digital image without problem. However, in some
cases where the keypoint detection mechanism fails to detect the
keypoint within the tampered areas, the CMF detection of the
target image will result in complete failure as shown in Fig. 11.
Figure 11 shows results from the best and worst case scenarios
using the proposed detection mechanism.

5.4 Theoretical Advantages
Although feature descriptors generated from the proposed

method are inferior to SIFT-based descriptors in term of robust-
ness and accuracy, the proposed method has advantages over
SIFT for two main reasons. First, SIFT-based approaches use
Laplaican of Gaussian (LoG) or Difference of Gaussian (DoG) in
achieving scale-space extrema detection during the keypoint de-
tection process. These processes are known for their high compu-

tational complexity and cost. The proposed method, in contrast,
utilizes SURF-based keypoint detection mechanism which is a
lot faster and more computational efficient. Although the SURF-
based method may yield a lower number of detected keypoints,
however, most of them can cover an entire image, i.e., keypoints
from most of the objects within the target image are detected,
which are generally sufficient for CMFD purpose. Second, since
the number of keypoint being detected and used in our approach
is smaller than SIFT-based approaches, the matching process will
also consume less computational cost resulting in significant im-
provement in term of matching speed.

Comparing to SURF, the proposed method uses the same key-
point detection mechanism. However, the feature extraction pro-
cesses are totally different. GLCM is known for its use in the field
of texture classification; therefore, GLCM may have potential to
become a good feature extraction technique for CMFD. After
many studies and experiments, however, it is empirically deter-
mined that GLCM alone is still not sufficient for CMFD purpose
due to the insufficient in detection accuracy.

Regarding utilizing of histogram, a histogram-based feature
extraction is not something new. Histogram-based approach is
also appeared in many feature extraction technique including the
well-known SIFT [10] by using it to assign the orientation to each
descriptor prior to generating each feature descriptor. With the
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potential of histogram-based feature and GLCM-based feature,
empirically, we found out that combining these two types of fea-
ture descriptors using discrete convolution method can produce
robust feature descriptors with high discriminative power which
are suitable for CMFD purpose.

6. Further Directions

In this section, we provide a discussion concerning the final
goal of this research, adopting this technique in practice, and fur-
ther plan for development.

6.1 Overall Picture
First of all, in this work, we originally designed a CMFD tech-

nique to help the forensic examiner in performing their digital
investigation which is expected to speed up their processes and
make CMFD become an easier task. With the problem of lacking
number of forensic practitioners, the final goal of our research in-
volves creating an automatic CMFD tool requiring less or no hu-
man interaction/final decision which can provide support to non-
skilled personnel or general police officers in performing their ba-
sic investigation. Moreover, in the hand of experts, this tool is ex-
pected to provide significant supports during their investigation.
Figure 12 shows our current milestone for this development.

Utilizing machine learning or classification techniques
(SVM [22], and Deep Learning [23], for example), the proposed
CMFD method can be served as a core detection mechanism
in the automatic detection system. Therefore, in further de-
velopment, we first aim to apply some post-processing and
false matching removal technique (e.g., RANSAC [24], Median
filter [25], and morphological opening [26]) to efficiently localize
the tampered region and enhance the quality of the final detection
results. Finally, we plan to apply this technique to the classi-
fication/machine learning algorithm in creating the mentioned
automatic CMFD system.

6.2 Enhancement of CMFD Using Pre-processing
To enhance the quality of the detection results or to speed

up the entire process, pre-processing is an essential part of the

Fig. 12 Current milestone and further development plan of our research.

CMFD system that is needed to be carefully designed. In this
paper, our main contribution is not including the pre-processing
process. However, there is also a simple pre-processing process
used in our work: local normalization and quantization. Regard-
ing local normalization, pixels in the area around each keypoint
are first subtracted with their local minimum value and then quan-
tize all pixels value into the range of [1, n]. By doing so, the effect
of some brightness adjustment will be removed allowing the de-
tection algorithm to perform more accurately.

Concerning other pre-processing techniques, there are a num-
ber of pre-processing technique that may be useful when ap-
plying to the proposed mechanism. Some of these interest-
ing pre-processing techniques are segmentation (e.g., SLIC [27]),
transformation-based techniques (e.g., Fast Fourier Transform
(FFT) [28], or Discrete Wavelet Transform (DWT) [6]) and di-
mensionality reduction techniques (e.g., Principal Component
Analysis (PCA) [7], etc.). By filtering or reducing dimension-
alities of image data, these techniques can get rid of unnecessary
information and are proved to be useful in many applications in-
cluding CMFD. Some recent CMFD techniques utilizing these
pre-processing techniques are presented in Refs. [29], [30], [31],
[32].

6.3 False Match Removal
Generally, feature matching algorithms are not flawless. There

is a moderate level of possibility for feature matching process
to yield some false positive (or false match) results. There are
many factors that might cause false positive results in detection;
for example, low uniqueness (quality) feature extraction, or inef-
ficient threshold value. Therefore, to enhance the quality of the
final detection results, recent research has utilized false match
removal techniques to achieve this goal. There are several tech-
niques proposed and discussed so far. Some of them are proxim-
ity (distance) thresholding and the most commonly used Random
Sample Consensus (RANSAC) technique.

Proximity (or distance) thresholding is a simple constraint
which is applied during or after the matching process. During the
matching of current keypoint Ki with another keypoint Kj (i � j),
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the matching process of these two keypoints will be skipped if
the distance between them is lower than the pre-defined thresh-
old. This simple process not only prevents the algorithm from
matching the current keypoint with its neighbor which are likely
to cause false matches but also speed up the matching process.

Regarding another very well-known and widely used tech-
nique, RANSAC is an iterative approach that is used to find out-
liers within the given set of data. In CMFD, RANSAC is de-
ployed to detect the outliers (i.e., isolated matches) from the set of
matched features obtained during the matching process. Some re-
cent methods utilizing RANSAC for false match removal are pro-
posed in Refs. [33], [34], [35], and the original paper of RANSAC
by Fischler et al. [24]. Since RANSAC is an iterative method, it
is also known for its slow processing speed. Therefore, RANSAC
may not practically suitable for real-time processing or applica-
tion which require fast processing speed. For further develop-
ment, we plan to adopt RANSAC to remove false positive results
and modify it to speed up the false match removal process.

6.4 Final Detection Results Quality Enhancement
To improve the quality of the final CMFD output, some quality

enhancement techniques are needed. Morphological operations
(e.g., dilation and erosion) are well-known and suitable for us-
ing in CMFD. Morphological opening (i.e., performing of im-
age erosion and then follow by image dilation) is a very effective
technique used in many research [36], [37], [38], for example.
The morphological opening process will first remove unnecessary
noise from the target detection image and then subsequently fill
any small holes and gaps using image dilation process. Although
this paper does not mainly focus on the quality enhancement of
CMFD output, these enhancement techniques are also highly ap-
plicable and recommended for applying with our approach.

6.5 Remaining Challenges
To create an efficient automatic CMFD system, a good ma-

chine learning (ML) or classification method is needed to be con-
sidered. Since the automatic system requires no or less human in-
teraction, the high level of detection accuracy is essential. Also,
there is also a tradeoff between processing speed and detection
accuracy. Thus, to practically use the automatic system in the
real criminal investigation, the designed system should have high
enough detection accuracy, while having relatively low compu-
tation complexity. Choosing an appropriate ML algorithm and
solving the speed-accuracy tradeoff problem are still left as re-
maining challenges for our research.

7. Conclusion

In this paper, a CMF detection method using the histogram
and GLCM-based rotation-invariant features are presented. Test-
ing with the public dataset proposed in Ref. [14], it is shown that
the developed outperform SURF [19] and DyWT+SIFT based ap-
proaches [20] in term of accuracy, precision, and recall which also
resulted in the higher F1 scores. Although the proposed method
performs slower than two techniques mentioned earlier, with the
higher level of efficiency, it makes our approach an attractive way
to overcome the problem of copy-move forgeries in practice.
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