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Abstract: Parallel evaluation of tree processing using accumulation parameters tends to be difficult because the ac-
cumulation parameters may introduce data dependencies between computations for subtrees. Some proposals have
broken these data dependencies by using algebraic properties such as associativity and commutativity, but, none has
achieved both the capability of complex tree traversals like attribute grammars and a theoretical guarantee of parallel
speedup. This paper proposes a tree processing language based on macro tree transducers and provides a parallel eval-
uation algorithm for programs written in the language. The language can express complex accumulations like attribute
grammars, and moreover, the number of parallel computational steps for evaluation is proportional to the height of the
input tree. This paper also shows that combining the proposed approach with function fusion for macro tree transducers
leads to improvement in the parallel computational complexity. Although comparable complexity improvement can be
obtained from known parallel algorithms, the proof and parallel evaluation algorithm here are remarkably simpler.
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1. Introduction

Parallel computing has become popular because even com-
modity computers contain multicore CPUs. Purely functional
programming is commonly regarded as a promising approach for
parallel computing. Because of the absence of side effects, inde-
pendent subexpressions can be evaluated in parallel. For exam-
ple, the following function sum can naturally calculate the sum-
mations of values in subtrees in parallel. (The notation below is
similar to that of Haskell [27].)

sum (Tipn) =n

sum (Fork [ r) = sum [ + sum r

Nevertheless, purely functional programs often contain an in-
sufficient quantity of independent subexpressions. Even huge
data processing, which requires parallel computing, may involve
only a few independent subexpressions if accumulation param-
eters are used. For example, consider the following function
SUMgec-

Sumgee (Tipn)y =n+y

Sumgee (FOrK 1 r)y = sumgee I (sumgee 1r'y)

This function calculates the summation by using an accumula-
tion parameter, y. The computations for the left and the right sub-
trees are not independent, because the computation for the left
uses the result of the computation for the right. Therefore, the
function appears unsuitable for parallel computing in this case.

The objective of this paper is to provide a method of paral-
lel evaluation for tree processing using accumulation parameters,
such as sum,... The work especially focuses on algebraic prop-
erties such as associativity and commutativity. For instance, sum,
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which is more suitable for parallel computing, can be used in-
stead of sumy.: the order of summing up values does not matter
because of the associativity and commutativity of addition.

There have been several proposals for parallel tree processing
using algebraic properties [1], [12], [21], [22], [30], [32]. To the
best of the author’s knowledge, however, none satisfies the fol-
lowing three requirements.
Flexible Tree Traversal

Some proposals focus on a few tree traversal patterns, such as
bottom-up, top-down, or depth-first traversal. This approach is
suitable for (nearly) linear data structures, such as lists or XML
data that represent sets of items. Trees, however, may not be
nearly linear. They may be used as intermediate data structures,
and then their shapes (e.g., the height, width, degree of balance,
etc.) depend on the application. As a result, the traversal patterns
can be complicated — possibly, some subtrees are neglected or
processed in the reverse order, and so on. Flexibility of traversal
is essential for tree processing and thus cannot be disregarded.
Summary for Every Substructure

Because trees are often intermediate data structures, we would
often like to calculate a summary for every substructure rather
than a summary for the whole tree. For example, in the variable
live range analysis (on abstract syntax trees), each variable should
be associated with its live range. In theory, it is usually not diffi-
cult to extend parallel algorithms for summarization to those that
calculate a summary for every substructure (see Remark 3.1 in
Abrahamson et al. [1], for instance). Yet, for the case of complex
accumulative tree processing, no such algorithms have explicitly
been shown.
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Guarantee of Parallel Speedup

The naive approach that parallelizes apparently parallelizable
parts is not acceptable. As accumulative tree processing is gen-
erally not suitable for parallel evaluation, such a naive approach
would probably result in poor parallel speedup. As Amdahl’s law
explains, to achieve significant parallel speedup, most computa-
tions should be parallelized. In other words, the parallelization
should improve the asymptotic computational complexity. Some
existing approaches provide a guarantee of parallel speedup, but
the guarantee tends to make the parallel algorithm more complex
and less expressive.

To satisfy these requirements, this paper focuses on macro tree
transducers (MTTs) [5], [9]. MTTs are simple but more expres-
sive than attributed tree transducers (ATTs), which are tree trans-
formations modeled by attribute grammars. Therefore, MTTs can
express complex tree traversals like attribute grammars.

MTTs do not allow arbitrary accumulative computations. In
MTTs, values bound to accumulation parameters can be used
but cannot be examined by, for example, conditionals or pattern
matching. This restriction seems suitable for parallel computing.
Roughly speaking, while accumulation parameters are computed
by other threads, the succeeding computation, which will not be
seriously affected by the accumulation parameters, may be able to
speculatively processed. For this reason, it is expected that MTTs
would be good candidates for resolving the trade-off between ex-
pressiveness and suitability for parallel computing.

Nevertheless, MTTs are tree-to-tree transformations and can-
not be used for usual computations such as additions and mul-
tiplications. In addition, MTTs cannot naturally express sum-
marization for substructures. To resolve these issues, while the
approach here follows the syntactic restriction of MTTs, it se-
mantically uses semiring operators and also provides a support
for summarization of substructures.

Several properties of MTTs are known. This paper especially
focuses on fusion transformations[5], [9], [11], [13] and uses
them to improve the complexity of parallel tree processing. The
paper first provides a parallel evaluation algorithm and shows
that its number of parallel evaluation steps is proportional to the
height of the input tree. Then, Shunt trees [25] is applied for im-
proving the complexity. The shunt tree representation of a tree
t contains the same information as #, and yet its height is loga-
rithmic in the height of 7. Let g be a transformation that restores
the original tree from its shunt tree representation. For tree pro-
cessing f, the fusion transformation for MTTs derives an MTT
equivalent to the composition of f and g, f o g. The complexity
of the obtained MTT is proportional to the height of the shunt
tree representation, making it logarithmic in the size of the orig-
inal input. This approach avoids dealing with complex parallel
algorithms and thereby leads to a significantly simpler correct-
ness proof and complexity analysis as compared to using known
parallel algorithms.

The three major contributions are the following:

e A programming language for parallel tree processing: MTTs
are applied to provide a programming language suitable
for parallel evaluation. The language can naturally express
attribute-grammar-like complex accumulations, as well as
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summarization for substructures.

e A parallel evaluation algorithm with a complexity guarantee:
The paper provides a simple parallel evaluation algorithm,
whose number of parallel evaluation steps is proportional to
the height of the input tree.

e Complexity improvement through fusion transformation:
The paper shows that a combination of the proposed parallel
algorithm and fusion transformation significantly improves
computational complexity.

The paper is organized as follows. Section 2 reviews basic no-
tations about semirings and MTTs. The programming language
for parallel evaluation is defined in Section 3. The parallel eval-
uation algorithm is provided in Section 4. Section 5 discusses
the improvements brought by the fusion transformation. Finally
the paper discusses related work in Section 6 and concludes in
Section 7.

2. Semiring and Macro Tree Transducer

2.1 Semirings and Linear Polynomials

A semiring abstracts the cooperation of two related operations
such as addition and multiplication.

Definition 1 A semiring (S,®,®,0, 1) is a five-tuple, where
S is a set of values, @ and ® are binary operators over S, 0 and 1
are elements of S, and the following properties hold.

adbdc)=(adb)®c { associativity of @ }

a®b=>b®a { commutativity of @ }

a®0=0®a=a { unit of ® }
a®b®c)=(a®b)®c { associativity of ® }
a®l=1®a=a { unit of ® }

a®bdc)=(a®b)®(a®c) {distributivity }

a®0=0®a=0 { zero }

Examples of semirings include the following: addition and
multiplication of integers, (Z,+,x,0,1); addition with the bi-
nary maximum operator T, (Z U {—co}, T, +,—00,0); and com-
putations over languages (i.e., sets of strings), (2%, e, U, (€}, 0)
where X" is a set of strings using alphabet Z, € is the empty
string, and e is the language concatenation operator defined by
S8, ={wwy |wy € S1,w, € 55}

For a semiring R = (5,9, ®, 0, T), R and S may be used in-
terchangeably if the meaning is apparent from the context. For
example, we may write s € R, i.e., “s is an element of R,” instead
of seS.

Given a set of variables, Y = {y1,y2, ..., yn}, polynomials over
R = (5,8,®,0,1) are naturally defined. In particular, a polyno-
mial of the following form, where s, s1,..., 5, €S,

SO@(Sl ®I/1)€B"'€B(Sm®ym),

is called a left-linear polynomial over (R, Y) *!. We need not men-
tion R and Y if they are clear from the context. Note also the
potential confusion between the linearity of a polynomial and the
linearity of a variable. To avoid the confusion, the latter type of
linearity is called single-use in this paper.

*I While only left-linear polynomials are considered in this paper, the same

discussion can be applied to the dual, namely right linear polynomials.
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2.2 Macro Tree Transducers

A macro tree transducer (MTT) models a tree transformation
by recursive functions. This paper considers total deterministic
MTTs, which can be understood as a subset of first-order func-
tional programs.

The syntax of MTTs is defined below, where f, each v; (v €
{x,y,z},i € N), 0, and ¢ are metavariables that respectively de-
note the name of a recursive function, a variable, an input tree
constructor, and an output tree constructor. Each function, as well
as each constructor, takes a certain number of arguments, called
the arity.

prog

decl 2= f(oC X X)Y1" " Ym=e€

e where decl - - - decl

e =y | fxie---e|de---e
| letz;=cine | z

A program consists of an initial expression and a set of recur-
sive function definitions. The initial expression contains a special
variable x; that binds the input tree. Functions are defined by mu-
tual recursion and traverse the input tree structural-recursively.
Each function definition consists of (f, o)-rules, which are the
equations of the form f (o x; -+ x,) y; - - -y, = e. Note that only
the first argument, which binds a subtree of the input, is the sub-
ject of pattern matching. To syntactically clarify this restriction,
we use different names for the variables binding subtrees of the
inputs from the others. This naming convention may be violated
for better readability of some examples.

MTTs in this paper can introduce local variables through let
bindings, but recursive bindings, i.e., letrec, are not allowed. The
let bindings may appear to be syntactic sugar. Later, special se-
mantics are provided to support easy expression of substructure
summarization. Each variable name introduced by a let binding
is assumed unique.

The semantics of MTTs is defined by reduction, as usual. We
only deal with type-correct, error-free MTTs. Every used variable
should be defined, and the (f, o-)-rules should be exhaustive and
non-overlapping. Note that the evaluation of an MTT terminates
because the size of the first argument decreases.

An MTT is said to be single-use restricted [20] if (i) each vari-
able y; or z; is used at most once in each (f, o)-rule, and (ii) for
each o, each f, and each x;, at most one (f’, o)-rule contains a
recursive call of the form of f x; e---e, and the recursive call
cannot appear more than once in the rule. In evaluating a single-
use restricted MTT, each recursive function visits each subtree
at most once, and the result of the recursive call is used at most
once. Note, however, that different recursive functions may visit
the same subtree.

In the following, if an MTT contains only one recursive func-
tion, it is denoted by the name of the recursive function.
Examples

The following MTT toBin outputs a complete binary tree of a
given height. Each leaf stores the path from the root.

toBin x; Nil

where
toBin Z y; = Tip y;
toBin (S x1) y; = Fork (toBin x; (L y;))
(toBin x1 (R y1))

© 2019 Information Processing Society of Japan

This MTT is not single-use restricted: y; is used twice in the
(toBin, S)-rule, and foBin visits x; twice.

The next MTT finds redexes, i.e., immediately reducible appli-
cations, in a lambda expression. Var, Abs, App, and A_pp respec-
tively denote a variable, a lambda abstraction, a function applica-
tion, and a redex.

redex x;

where
redex (Var v) = Var v
redex (Abs v e) = Abs v (redex e)
redex (App e| e3) = check e (redex e;)
check (Varv) y; = App (Varv) y,
check (Absve) y, = A_pp (Abs v (redex €)) y;

check (App ey e2) y1 = App (check e; (redex e;)) y;
Because check e; occurs in both the (redex, App)-rule and the

(check, App)-rule, this MTT also is not single-use restricted.

The following MTT calculates 2" for a given natural number 7.
Both the input and the output are represented by Peano numbers
denoted as S and Z.

exp x; Z

where expZy, =Sy,
exp (S x1) y1 = exp x1 (exp X1 y1)
Again, this MTT is not single-use restricted, because exp visits x;
twice.

As the final example, the following MTT constructs a list from
a binary tree by gathering leaves.

flat x []

where flat (Tipa)y, =a: y;

flat (Fork x; x2) y, = flat x| (flat x, y;)
This MTT is single-use restricted.

2.3 Attributed Tree Transducers

An attributed tree transducer (ATT) transforms trees according
to an attribute grammar [18]. Although the computational mod-
els of MTTs and ATTs are different, the following two aspects of
correspondence are known.

e Any tree transformation definable by an ATT are definable
by an MTT; moreover, the corresponding MTT can be con-
structed from the ATT [9].

e [t is computable whether a tree transformation described by
an MTT is definable by an ATT, and if being definable, the
corresponding ATT can be constructed [10].

This correspondence indicates that MTTs can express complex
tree traversals as attribute grammars.

It is beyond the scope of this paper to explain the correspon-
dence between MTTs and ATTs in detail. The following rough
correspondence may be informative for understanding the paper.

Most ATTs correspond to well-presented MTTs [9]*2.
Roughly speaking, in a well-presented MTT, if a function visits
a subtree more than once, then the sets of values passed as accu-
mulation parameters should be identical. For example, the above
MTT example consisting of redex and check is well-presented:
although both the (redex, App)-rule and the {(check, App)-rule

*2 Consistent MTTs[10], a superclass of well-presented MTTs, more

closely correspond to ATTs. They are based on a more careful analy-
sis on the uniqueness of accumulation parameters than the case of well-
presented MTTs.



Electronic Preprint for Journal of Information Processing Vol.27

contain calls of check e, the accumulation parameter is the
same, redex e;. In contrast, the MTT example toBin is not
well-presented because subtree x; is visited with two different
accumulation parameters, L y; and R y;. Similarly the MTT
exp is not well-presented because subtree x; is visited with two
different accumulation parameters, exp x; y; and y;. In fact,
neither foBin nor exp is definable by an ATT.

Note that any single-use restricted MTT is well-presented by
definition, and therefore definable by an ATT. In fact, single-use
restricted MTTs exactly correspond to single-use restricted ATTs.

From the above-mentioned correspondence, ATTs are regarded
as a subclass of MTTs. Moreover, we can implicitly translate
MTTs to ATTs and vice versa. Hence, the rest of this paper uses
the following conventions:

o “ATTs” is abused to mean MTTs definable by ATTs.

e Single-use restricted MTTs and single-use restricted ATTs

are referred to interchangeably.

3. Language for Parallel Tree Processing

3.1 Language Design

The objective is to provide a parallel evaluation algorithm for
tree processing specified by MTTs. It is not ideal, however, to
consider MTTs themselves as seen from the following MTT *3.
It models an intra-procedural reachable definition analysis on an
abstract syntax tree.

dfa x, 0

where

dfa (Assign v e) y; = (remove v y1) U {(v, e)}

dfa (Seq sy s2) y1 = dfa sy (dfa sy y1)

dfa (If e 51 s2) y1 = dfa sy y; Udfa s> y;

dfa (While e 1) y, = dfa s, y,
In the program, Assign v e, Seq s; sz, If e 51 52, and while e s,
respectively denote an assignment statement like v := e, a se-
quential statement like s;; s, a conditional statement like
if (e) s; else s,, and a loop like while ( ¢ ) s;. Function
remove v y; removes definitions of variable v from the set of def-
initions y .

This MTT is not a reachable definition analysis for the fol-
lowing two reasons. First, an MTT expresses a pure tree-to-tree
transformation and therefore cannot express usual computations
such as numerical computations. Even though U and N might ap-
pear to be set operations, they are in fact constructors. Although
there are practically important pure tree transformations such as
XML transformations, most practical tree processing contains
usual computations. Therefore, the proposed language should be
able to deal with tree processing containing usual computations.

Second, while dfa computes the definitions available after ex-
ecuting all statements, the objective of the usual reachable defi-
nition analysis is to determine the definitions available for each
statement or expression. This is not specific to reachable defini-

This program does not perfectly fit the MTT syntax shown in Section 2.2,
because the right-hand-side expressions contain subtrees of the input
tree, such as v and e. To bridge this gap, we interpret Assign v e as a
constructor of arity 0 instead of interpreting Assign as a constructor of
arity 2. Similarly, for the outputs, we interpret remove v as a constructor
of arity 1. This interpretation does not affect the discussion in this paper
even though it introduces infinitely many kinds of constructors.
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tion analysis. Balanced trees or heaps should satisfy their own
shape requirement for efficiency. To check these requirements,
we must calculate metrics for each subtree, such as the height
and the size. Queries (using an XPath expression, for example)
should check every node for whether it can be matched with the
query formula. It is difficult to express these cases with existing
MTT generalizations, such as modular tree transducers [7] and
tree transducers with external functions [8], whose syntaxes are
similar to that of MTTs but allow operators other than tree con-
structors.

In summary, a language for parallel tree processing are re-
quired to satisfy the following two properties.

e Usual operators such as addition and multiplication are avail-

able in it.
e It supports calculating summaries for substructures.

3.2 Language Definition

According to the discussion in the previous subsection, the fol-
lowing design policy is adopted for the proposed parallel tree pro-
cessing language.

o Compute an interpretation of the output tree by using semir-
ing operators.

e Specify values that should be remembered during recursive
calls, and return all such values.

The language assigns an interpretation using semiring oper-
ators to each output constructor of an MTT. For example, for
reachable definition analysis, we consider bit vectors each of
whose bits corresponds to a variable in the program, and interpret
the output tree by using a semiring consisting of the bitwise logi-
cal OR operator V and the bitwise logical AND operator A. Here,
the output constructors U, N, and remove v y; are interpreted as V,
A, and —v Ay, respectively, where —w is a bit vector with each bit
is set to 1 except for the bit corresponding to v. This approach en-
ables the language to express a variety of tree processing without
negating the simplicity and theoretical results of MTTs.

The semantics of the language is to gather values assigned at
let bindings. For example, the following modification for dfa en-
ables obtaining the definitions reachable for each assignment.

dfa (Assignv e) y; =let z; =y; in (remove v y) U{(v, )}

Although the inserted let binding appears useless, in this lan-
guage it is interpreted as a command to store the values assigned
to y; for each Assign.

This approach is influenced by attribute grammars. While the
final outcome of an attribute grammar is usually a value assigned
to a synthesized attribute of the root node, the evaluation of an at-
tribute grammar is commonly understood as a value assignment
to every attribute of every node. Because MTTs do not have at-
tribute names, the language instead uses let bindings to introduce
such names.

The language for parallel tree processing is now defined. To
formalize its semantics, we assume that each subtree ¢ of the input
tree has a unique ID (such as its address on the heap) ID(?) € I.
The set of IDs, I, contains a special ID, T, that corresponds to the
initial expression. In the following, Z denotes the set of variables
introduced at let bindings.
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Loy — T(ys), 0
Fl>n Zi —> F(zi),Q)

FDnel—)’Ul,Al FU{ZiD—)Ul}Dneg—)’Uz,AQ
Toylet z; =ep inex — v2, Ay UA U{(n,2:) — v1}

Ieye; — v, Ay (for 1 <i<m) [6] vi - vm = vs
I'bpder--em _>”*:U1§i§mAi

D(z;)=o0t1---tg (fyo)-ruleis f (0 1 ZTk) Y1+ Ym = €0
ey e — v, Ag (for 1 <i<m)
{fl =ty T e, Y1 P VL, Ym '_)'UWL} =TI
I ip(r(a,)) €0 = Vs, Ao

FD'{] .f Ti €1 €m 7 v*7UO<i<m AL

Fig. 1 Semantics of (M, R, [-]).

Definition 2 Given a set of constructors A and a semiring
R = (S5,8,Q, 0, T), an interpretation, [-], of A using R is said
to be left linear if [[-]] interprets each constructor ¢ € A of arity k
as the following left-linear polynomial with k variables and k + 1
coefficients, s, 51,...,5; € S.

[ = Axy x2-- X3 So D (51 @ X)) D+ - D (S ® Xx)

For MTT M and semiring R, [[-] is called a left-linear interpreta-
tion of M using R if [-] is a left-linear interpretation using R for
each output constructor of M.

The functions sum,,., discussed in Section 1, and dfa can be
understood as left-linear interpretations.

Definition 3 Let M be an MTT whose initial expression is
ep, R be a semiring, and [[-]] be a left-linear interpretation of M
using R. The semantics of triple (M, R, [-]) for input tree £, is
to calculate a value v, € R and mapping A € (I XZ) — R)
satisfying

{Xl = l()} >+ ep — Vs, A

according to the evaluation rules shown in Fig. 1.

Evaluation results in a value v, and a set A of the stored bind-
ings. A is a mapping to a value from an input tree ID and a vari-
able name introduced at a let binding, so that we can see how the
value is calculated and stored.

The evaluation rules are ordinary. The differences from those
for MTTs are the use of the interpretation instead of the output
constructor and the calculation of the mapping.

Note that all arguments should be evaluated before a recursive
function call. Therefore, if a result from a subtree is used as an ac-
cumulation parameter for processing another subtree, these sub-
trees cannot be processed in parallel.

3.3 Well-definedness
The semantics defined above calculates a mapping from a sub-
tree ID and a variable name to a value. There exist MTTs, how-
ever, for which the mapping is not well defined.
For instance, consider the following MTT, where the output
constructors are interpreted as [Z] = 0 and [S] = Ax. x + 1.
expx Z
where
expZy; =Sy
exp (S x1) y1 = letz; = yy in exp x; (exp x1 y1)
Let the input tree be to = S f;, where r; = S Z. Function
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exp is invoked twice for ¢, and the accumulation parameters
of the two invocations are respectively Z and S Z. Then, from
the semantics shown in Fig. 1, the resulting mapping should be
{(ID(t)),z1) — 0} U {(ID(t1),z1) — 1}. This mapping is non-
sense, however, because two different values are associated with
the same key.

For a program written in the proposed language, we assume
that a unique value is associated with each key, consisting of sub-
tree and a variable name. For instance, the above-mentioned exp
is invalid.

There are a few reasons for this assumption. First, as seen
in MTT dfa, a common application of the language is to calcu-
late summaries for subtrees of the input. In such an application,
it would be strange that two different values are assigned to the
same subtree. Second, it is not straightforward to refine the se-
mantics to deal with problematic cases. Because possibly very
many values can be associated with a key, as in the case of exp,
it does not seem useful to calculate all associated values unless
we can know how each value is obtained. Using output tree IDs
instead of input tree IDs is also not useful, because a let binding
may have no corresponding output constructors, as in the case
of exp. Third, a large class of MTTs satisfies the assumption.
Note that, in an MTT, an expression results in multiple, differ-
ent values only if multiple, different accumulation parameters are
passed. Therefore, any well-presented MTT (more precisely, any
ATT) satisfies the assumption. Moreover, even MTTs that are not
ATTs can satisfy the assumption. A typical case is the following,
in which only the initial expression contains a let binding.

let z; = exp x; Zin z4

where exp Zy, = Sy,
exp (S x1) y1 = exp xi (exp x1 y1)
Clearly, variable z; binds only one value. In general, the assump-
tion is fulfilled if each variable stores the final outcome, rather
than the trace, of a recursive function call.

Whether an MTT satisfies the assumption would be algorith-
mically checkable by a method similar to that of checking well-
presentedness. Further study is left for a future work.

4. Parallel Evaluation Algorithm

4.1 Overview of Algorithm

This section introduces a parallel evaluation algorithm for the
triple (M, R, [-])) and shows that the number of parallel compu-
tation steps necessary for evaluation is proportional to the height
of the input tree. Achieving this computational cost requires pro-
cessing independent subtrees in parallel even if a computation
of one subtree depends on a result of another subtree via an ac-
cumulation parameter. To achieve this, the parallel evaluation
algorithm uses two phases, summarization and dependency reso-
lution.

The objective of the summarization phase is to process inde-
pendent subtrees as much as possible. For example, suppose that
the computation of a subtree essentially corresponds to

A, Y. 3X S+ +4 Xy +2 X yr = 3)),

where y; and y, are variables (i.e., accumulation parameters) that
will be bound with results of other subtrees. Then, regardless
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of the values of y; and y,, we can simplify the computation and
obtain the following summary.

/lyl,yz. 12><y1 +27><y2—21

In general, such simplification is possible if the computation cor-
responds to a left-linear polynomial of the semiring. A left-linear
polynomial with n variables can be characterized as n + 1 coef-
ficients. Therefore, any complex expression can be reduced to a
simple linear polynomial if the number of variables is small. The
summarization phase performs this simplification.

Next, the dependency resolution phase calculates the final re-
sult from the summarizes calculated in the summarization phase.
The process is similar to usual evaluation. The difference is
that the dependency resolution phase avoids recursive calls and
instead uses the summaries from the summarization phase to
quickly finish the computation on each node.

4.2 Summarization Phase

The kernel of the summarization phase is simplification of left-
linear polynomials. In the following definition of the simplifi-
cation, we assume that every left-linear polynomial contains the
same set of variables. Because we can introduce a variable to
a polynomial by associating it with the zero coeflicient, this as-
sumption is not a restriction.

Definition 4 Consider expressions defined using a semiring
S,8,Q, 0, T) and a set of variables {yi, ..
tion =, which simplifies such expressions, is defined as follows,
where P = 5o @ (51 QY1) @ @ (5, ®Yp), P’ = 55 ® (s} @y1) @
---EB(s;n®ym)(sj,s;. €S)andseS:

-»Ym}. A binary rela-

PoP = (So@Sé)@[@(SjeaAY})@yj]

I<j<m

s®P=>(s®so)€B(@(s®sj)®yj].

I<j<m

The summarization phase can be naturally defined using the
simplification relation. In the following, egple;/wy, ..., en/wy]
denotes the expression obtained by substituting every variable w;
in e with an expression ¢;, respectively.

Definition 5 Let M be an MTT whose initial expression is
eo, R be a semiring, and [[-]] be a left-linear interpretation of M
using R. The summary of triple (M, R, [[-) for input tree 7 is a
left-linear polynomial v, that satisfies

{x1 > to}>ep --> v,

according to the rules shown in Fig. 2.

The summarization phase has three characteristics. First, it re-
sults in a left-linear polynomial, in which each accumulation pa-
rameter y; becomes a variable. Second, as the interpretation of
each output constructor is left-linear, the simplification always
results in a left-linear polynomial. Note that an expression ob-
tained by substituting left-linear polynomials for another left-
linear polynomial can be simplified to a left-linear polynomial.
Third, all subexpressions, especially recursive function calls and
their accumulation parameters, can be evaluated in parallel. For
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I'oy; --» 1® Yi
I'>z; --» F(zi)

I'bep -—»v1 TU{zi > vi}>es --» v

I'>let z; = e1 in ez ——» v

e, --»v; (for 1 <i<m) [0] = Aw1 w2 -+ - Wi €5
es[vi/wi,v2/wa, ..., Vm /Wm] = v

I'>der--em——>vs

D(z;)=0t1-tk (f,o)-ruleis f (o0 ©1 -+ Tk) Y1 Ym = €0
{.171 —t1,..., Tk >—>tk}l>€0 -=2 V0
I'be; --»v; (for 1 <7< m) o [V1/Y1,v2/Y2,s - s Vm [Ym] = Vs

T fa, el - em-——» 0.

Fig.2 Summarization phase.

example, even for the expression f; x; (f> x»), the recursive calls
of fi to subtree x; and f, to subtree x, are simultaneously evalu-
ated.

The summarization phase is characterized by the following
theorem. In the following, let VARS(p) = {yi,...,ynm}, Where
P=S0®(s1®y))® & (5, QYnm), and INPUTS(') = {t1,..., 1},
where I' = {x; b f1,..., % &t Y1 B V1o sl B Uy 21 H
UlsensZn P U}

Theorem 6 For any expression e and environment I" that
does not contain any y; (i € N), the following holds. Given
I'y ={y1 » s1,...,ym — sy} and a left-linear polynomial w,
define I'y(w) as follows:

Iy(w)=s < wllyWyi)/yi,. - Ty, )/yi,] = s

where {y;,,...,y;,} = VARS(w).
Then, I'>e --> vimplies " Ul'y»e — I'y(v), where I is an environ-
ment obtained by substituting every z; — v; in I with z; = T'y(v;).

Proof Sketch The proof uses induction on the structures
of e and INpPuUTS(D).
f x;i e;---e,. Following the rules in Fig.2, let ¢y be the
right-hand-side expression of the function definition used for

The most nontrivial case is e =

the recursive call of f x;. Because the induction hypothe-
sis can be applied to every ¢; (0 < i < m), it is suffi-
cient to show that vo[vy/y1,...,0m/ym] = v. implies I'y(v,) =
Ty@olvi/y1s- .- om/ym]) = volly(1)/y1,....Ty(0n)/ym], where
each v; is the summary obtained from e;. This holds because
VARS(vg) = {yl,...
ilar induction, and because the binary relation = preserves the

,Ym}, Which can easily be shown by a sim-

semantics of left-linear polynomials, owing to the properties of
semirings. The other cases are similar or trivial. O

As a result of the summarization phase, the summary obtained
from sum,. discussed in Section 1 is a left-linear polynomial of
the form n + 1 X y, where n is the summation of the tree and y
is a variable of the polynomial. The summary obtained from dfa
is a left-linear polynomial of the form v V (v A y;), where v is the
bit vector corresponding to variables introduced or updated in the
tree.

4.3 Dependency Resolution Phase

The dependency resolution phase uses the result of the summa-
rization phase as follows.

Definition 7 Let M be an MTT whose initial expression is
eo, R be a semiring, and [[-] be a left-linear interpretation of M
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FDW Yi — F(yl)vm
FDT, Zi; — F(Zz),@

FDV,, e1 — v1, A FU{Z,"—>U1}I>7]€1 — v2, Ao
Toylet z; =e1 in ey — v, Ay UA2 U{(n,2;) — v1}

Toyes = v, Ay (for 1 <i<m)
Fl>7,661~-em€—>v*,U1§iSmAi

[0] v1 - vm = vs

D(z;)=o0t1- -ty (f,o)-ruleis f (o 1+ Tk) Y1+ Ym = €0
Iy e = v, Ay (for 1 <i<m)
F,:{Ij Htl,...,wk%—)tk}
IV >ey --» vo vo[v1/Y1,v2/Y2, - Vm [Ym] = v
T U{y1 = v1,. - Ym = Um } PIp(0(2)) €0 > _, Ao

I >y f Ti €1 €m > Ux, UOSiS'm Ag

Fig.3 Dependency resolution phase.

using R. The dependency resolution of triple (M, R, [-]) for input
tree 7y consists of a value v, € R and mapping A C (I X Z) - R)
that satisfy

{x1 > to}>r eg > v, A

according to the rules shown in Fig. 3, in which __ denotes a value
unnecessary to compute.

The dependency resolution phase is the same as the usual eval-
uation except for the case of a recursive call. In this phase, a
recursive call calculates not the value but the mapping. The value
is instead calculated using the summary, i.e., a left-linear polyno-
mial, obtained by the summarization phase. Therefore, even if a
recursive call depends on a value calculated by another recursive
call, the two recursive calls can be evaluated in parallel. For ex-
ample, consider evaluating f; x; (f> x2). In the usual evaluation,
the evaluation of f] starts after that of f, x,. In the dependency
resolution phase, however, the evaluations of f; x; and f; x, can
be performed simultaneously because the accumulation parame-
ter of f; x; can be obtained from the summary for f; x,.

The correctness of the dependency resolution phase follows
from Theorem 6.

Theorem 8 For any environment I, expression e, and subtree
ID7n,T'>, e — v, AimpliesT'>, e — v, A.

Proof Sketch  As similar to Theorem 6, the proof uses induc-
tion on the structures of e and INPUTS(I"). The case of a recursive
function call is the most nontrivial, but it is immediately justified
from Theorem 6. The other cases are trivial. O

4.4 Computational Complexity

The computational complexity of the parallel evaluation algo-
rithm is now examined. Let N, H, and P be the size of the input,
the height of the input, and the number of processors, respec-
tively. The size of the MTT is regarded as a constant. Note that
not only the number of the recursive functions but also the num-
ber of variables is constant, because only those defined in the
program will appear during the evaluation.

As explained here, the time complexity of the parallel evalua-
tion algorithm is O(N/P + H). In the summarization phase, each
recursive function visits each subtree at most once. Multiple vis-
its that may result from a naive use of the rules shown in Fig.2
can be avoided by memoization because every visit yields the
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same result. In addition to the recursive call, for each node, each
function performs computations at most proportional to the right-
hand-side expression of the function. Note that the computations
consist of simplifications and substitutions to left-linear polyno-
mials having a constant number of variables. In summary, then,
the work of the summarization phase is at most proportional to
the size of the input tree. Because function calls to independent
subtrees can be computed in parallel, the cost of the summariza-
tion phase is O(N/P + H). Next, for the dependency resolution
phase, assume that the summarization phase is complete and its
results for each subtree have been memoized. Then, the amount
of computation necessary for each node and each function is also
at most proportional to the size of the right-hand-side expression
of the function. Moreover, after calculations of accumulation pa-
rameters, which are done in constant time, independent subtrees
can be processed in parallel. Therefore, the cost of the depen-
dency resolution phase is also O(N/P + H).

The discussion so far can be formalized via the following lem-
mas and theorem. Let SIZE(f) and HEIGHT(?) be the size and
height of tree ¢, respectively. Furthermore, let these definitions
extend to environments, i.e., SIZE(I') = 3 ciwpursry SIZE(?) and
HEIGHT(I') = maX;cinpyrsar) HEIGHT(?).

Lemma 9 For any environment I" and expression e, a value v
satisfying

I'be-»>v

can be calculated in O(s1zE(I')) work and O(HEIGHT(I")) parallel
computational steps.

Proof Sketch  The proof uses induction on the structure of
INPUTS(I). Because recursive calls to independent subtrees can
be done in parallel, it is sufficient to show that I'>e --> v can be cal-
culated in O(1) works and O(1) parallel computational steps if ev-
ery result (i.e., summary) of a recursive call to any of INPUTS(I")
is known. This can be straightforwardly proved by induction on
the structure of expression e. Note that the costs of simplify-
ing and substituting left-linear polynomials are O(1) because each
left-linear polynomial contains O(1) variables. O

Lemma 10 For any environment I' and expression e, a value
v and mapping A satistying

I'se—> o A

can be calculated in O(s1zE(I')) work and O(HEIGHT(I")) parallel
computational steps if every summary of a function for a subtree
of INPUTS(I') is known.

Proof Sketch  The proof begins by showing that the eval-
uation costs O(1) work and O(1) parallel computation steps if
the costs of recursive calls are ignored. Similarly to Lemma 9,
this can easily be shown by induction on the structure of expres-
sion e. Then, the cost of calculating the mappings by recursive
calls is estimated. Recursive calls to independent subtrees can
be performed in parallel; moreover, because of the assumption
discussed in Section 3.3, it is sufficient for each function to visit
each subtree at most once. Finally, induction on the structure of
INPUTS(I') proves this lemma. O

Theorem 11 Let M be an MTT whose initial expression is
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eo, R be a semiring, and [[-]] be a left-linear interpretation of M
using R. The semantics of triple (M, R, [-]) for input tree #,
namely,

{x1 = to} >1 eo = v, A,

can be calculated on an exclusive-read exclusive-write paral-
lel random-access machine consisting of P processors in time
O(N/P + H), where N and H are respectively the size and height
of 1.

Proof Sketch From Theorem 8, {x; — 1y} >+ ¢y — v.,A.
The amount of work and the number of parallel computational
steps are given by Lemmas 9 and 10. Then, the computational
complexity follows from Brent’s scheduling principle [4]. m]

Note that, in general, the evaluation of an MTT cannot be fin-
ished in a time proportional to the size of input tree. For instance,
the computational cost of MTT exp, discussed in Section 2.2, is
exponential, because the size of the output is exponential to that
of the input. The proposed algorithm avoids this inefficiency for
the following two reasons. First, a program written in the pro-
posed language calculates not the output tree but its interpreta-
tion; thus, it is unnecessary to calculate huge outputs. Second,
when an MTT outputs a tree significantly larger than the input,
it does the same computations more than once by visiting the
same subtree several times or duplicating computed trees. In con-
trast, the proposed algorithm avoids this inefficiency: the summa-
rization phase uses memoization, and the dependency resolution
phase never visits the same subtree by virtue of the assumption
discussed in Section 3.3. In other words, the assumption enables
efficient parallel tree processing.

S. Improving Computational
through Fusion Transformation

Complexity

The computational complexity, O(N/P + H), given by Theorem
11 is ideal if the input tree is balanced, i.e., if H € O(logN). If
the input is a list-like structure whose height is proportional to
its size, however, then the complexity is O(N) regardless of the
number of processors, showing little parallel speedup. Lists are
the most widely used data structures in functional programming,
and practical tree structures, such as XML data and syntax trees,
are very often list-like. Thus, this is a serious shortcoming.
A divide-and-conquer approach is typical for parallel process-
ing of list-like structures. The input is split at the middle, and
then, each part is processed in parallel. A recursive divide-and-
conquer approach for a list can be understood as transforming the
list to a complete binary tree. Now recall the MTT flat discussed
in Section 2.2 and let F' x = flat x []. Then, a recursive divide-
and-conquer approach can be regarded as the following strategy:
Instead of calculating function f for list x, prepare a
complete binary tree ¢ such that F r = x and do parallel
evaluation of f o F.

This strategy has the following two requirements.

e The complete binary tree ¢ such that F' r = x must be effi-

ciently calculated.

e Efficient parallel evaluation of f o F must be possible.

Several approaches can be used to fulfill the first requirement.
For example, if the list is implemented as an array, as usual in
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the context of parallel computing, then the transformation to a
complete binary tree is unnecessary.

The major requirement is the second one. The discussion to
this point implies the following.

A list processing function f has an efficient parallel
implementation if f o F can be specified by a triple
MR-

Fusion transformations for MTTs are useful for understanding
when f o F can be specified by a triple (M, R, [-1)). In particular,
the following fact about ATTs and single-use restricted MTTs is
significant **.

Theorem 12 [Refs.[11], [13]] Given an ATT A and a single-
use restricted MTT M, there is ATT A’ that is equivalent to the
composition A o M. Moreover, A’ can be constructed from A
and M.

This theorem describes a fusion transformation, because it ob-
tains a single MTT from a composition of two MTTs.

Because flat is single-use restricted, Theorem 12 immediately
leads to the following theorem.

Theorem 13 For a list processing function expressed by a
triple (M, R, [-1), if M is an ATT, it can be evaluated in O(N/P +
log N) time on an exclusive-read exclusive-write parallel random-
access machine, where N is the length of the input list and P is the
number of processors.

Proof Sketch  This theorem is a special case of Theorem 14,
which will be proved later. O

For example, consider the following list processing function
SUMjig;.

sumyig (a @ xX) = a + sumyg X

sumyis; [1=0
This function can be expressed by an ATT. The result of fusing it
with flat is exactly sumgc..

As a more complex example, consider a tail-recursive summa-
tion function, sumy,.

sumy, (a: x)y = sumy, x (Y + a)

sumg [1y =y
This function can also be expressed by an ATT. Fusion with flat
results in the following. It is fairly complex but indeed an MTT,
and therefore, efficient parallel evaluation is possible.

sum2,. x; (sum' x 0)

where
suml, (Tipn)y=y+n
1
sum?,, (Tipn)y =y
sum>,.. (Fork I r) y = sum?>

suml . (Fork I r)y = sum! .. r (sum!. 1y)

acc acc l (SumtleC r y)
Shunt trees [25] enable generalizing this approach for list pro-

cessing to tree processing. A shunt tree remembers the process of
applying parallel tree contraction algorithms [29] to an input tree.
Given a tree of size N, the size and height of the corresponding
shunt tree are O(N) and O(log N), respectively. In addition, the
original tree can be recovered from the shunt tree by a single-use
restricted MTT. This leads to the following theorem, which is a
generalization of Theorem 13 because shunt trees corresponding
to lists are in fact complete binary trees.

*4 The focus here is not on MTTs but on triples. This difference does not

affect Theorems 13 and 14 at all.
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Theorem 14 For tree processing specified by a triple
(M, R, [-1), if M is an ATT, it can be evaluated in O(N/P +1og N)
time on an exclusive-read exclusive-write parallel random-access
machine, where N is the size of the input tree and P is the number
of processors.

Proof Sketch  First, construct the shunt tree corresponding
to the input tree. A parallel tree contraction algorithm achieves
this in time O(N/P + log N) [25]. Second, by Theorem 12, obtain
an ATT equivalent to the composition of the triple and the single-
use restricted MTT that restores the original input from the shunt
tree. Finally, evaluate the obtained ATT according to Theorem
11. The computational complexity follows from the fact that the
size and height of the shunt tree are O(N) and O(log N), respec-
tively. O
Limitation

Theorem 14 enables efficient parallel evaluation for tree pro-
cessing specified by an ATT. It is natural to also consider tree
processing specified by an MTT; however, efficient parallel eval-
uation seems difficult for that case.

In general, a composition of an MTT and a single-use restricted
MTT cannot be expressed by an MTT. For instance, consider a
composition of the MTT exp discussed in Section 2.2 and the fol-
lowing single-use restricted MTT count.
count x; Z

where count (Tipa) y; = Sy,

count (Fork x| xp) y; = count x| (count x; yi)
If the input is a complete binary tree that has height n and there-

fore 21 leaves, count results in a sequence of length 271 hence,
applying exp to the sequence results in a sequence of length 22" .
Because an MTT cannot produce a tree whose height is doubly-
exponential to the height of the input [9], the composition cannot
be expressed by an MTT. In short, it is not straightforward to gen-
eralize Theorem 14 to all tree transformations specified by MTTs.

Another approach would be to generalize the parallel algorithm
to a class of tree transformations that is more general than MTTs.
One such class is high-level tree transducers [6]. It is difficult,
however, to provide efficiency-guaranteed parallel evaluation of
high-level tree transducers because they are too expressive: they
can express computations similar to those of the simply-typed
lambda calculus.

On the other hand, even for a tree processing that cannot be
specified by an ATT, the proposed approach may be applicable.
For example, consider macro forest transducers [26], which gen-
eralize MTTs because they can yield a sequence of trees, i.e., a
forest, by using a forest concatenation operator. In most semiring-
based interpretations of macro forest transducers, it is not harm-
ful to regard the forest concatenation operator as a constructor:
the forest concatenation corresponds merely to an addition or a
binary maximum if the objective is a kind of summation (e.g.,
counting) or maximization (e.g., height calculation), respectively.
In such a case, the proposed method is straightforwardly applica-
ble to the tree processing specified by a macro forest transducer,
obtaining good parallel speedup.

6. Related Work

This paper has proposed a parallel evaluation method for tree
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processing. The method was built on a combination of two pre-
ceding proposals [24], [25] by the author, together with a col-
league in one case.

First, Morihata and Matsuzaki [25] proposed shunt trees to en-
capsulate parallel tree contraction algorithms in data structures.
Shunt trees represent the tree processing patterns of parallel tree
contraction algorithms. For any tree, the height of its shunt tree
representation is logarithmic in its size. Therefore, tree process-
ing can show ideal parallel speedup if it can be specified as a
series consisting of top-down or bottom-up processing over the
shunt tree representation corresponding to the input tree. In ad-
dition, that study discussed the usefulness of fusion transforma-
tions for systematically deriving parallel processing over shunt
trees. The limitation was that the derivations of parallel process-
ing were rather complicated and done by hand. In contrast, the
current paper has observed that the derivation can be automatic
for tree processing specified by ATTs, which covers all examples
discussed by that study.

Second, Morihata [24] showed that a single-use restricted MTT
can be efficiently evaluated using a parallel tree contraction al-
gorithm, but that result has the following two major limitations.
First, the single-use restriction is a strong requirement. For a pure
tree transformation, theoretically the restriction is not severe. Un-
less the transformation can cause an unlimited amount of copy-
ing, we can avoid copying of calculated trees by constructing the
same tree more than once. For tree processing concerning usual
value computations, however, it is not practical to do the same
computation more than once. Therefore, the single-use restric-
tion makes it difficult to deal with tree processing beyond pure
tree transformations. In contrast, the current paper has eliminated
that restriction and showed a parallel evaluation algorithm for any
MTT or ATT. Second, the method in Ref. [24] relies on a parallel
tree contraction algorithm, which is fairly complex. The com-
plexity makes it difficult for those unfamiliar with parallel tree
contraction algorithms to understand the method; moreover, be-
cause of the complexity, it was unclear whether the method could
be generalized to MTTs or ATTs that are not single-use restricted.
The current paper has simplified the algorithm as well as the cor-
rectness proof by using shunt trees and fusion transformations,
thereby showing the possibility of generalization. The simplifi-
cation also enables dealing with summarization for substructures.
Note that the method of Morihata [24] is immediately obtained by
the use of shunt trees and Theorem 12, which yields a single-use
restricted MTT from a composition of two single-use restricted
MTTs.

Apart from the theoretical simplicity, the approach of using
shunt trees and fusion transformations has a practical benefit. Par-
allel tree contraction algorithms intricately process input trees ac-
cording to careful scheduling. In contrast, the proposed algorithm
simply processes an input tree in nearly top-down and bottom-up
manners. Therefore, existing optimization for parallel tree pro-
cessing, such as flattening trees to nested arrays [2], [15], [28],
can be naturally applied.

The proposed approach allows complex tree accumulations and
yet guarantees ideal parallel speedups. To the best of the author’s
knowledge, no existing approach provides both of these charac-
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teristics, except for the one described above [24] for single-use
restricted MTTs. Other works [1], [12], [21], [22], [30], [32] stud-
ied when certain tree processing patterns, especially top-down
and bottom-up processing, can be efficiently evaluated on par-
allel computers. None of them considered complex tree traver-
sals as attribute grammars. On the other hand, there have been
many studies on parallel evaluation of attribute grammars [3],
[14], [16], [171, [19], [23], [30], [31], but most of them do not
guarantee parallel speedups. A notable exception is Reps’ scan
grammars [30], which provided an efficiency-guaranteed parallel
implementation for an attribution that scans leaves by using an
associative operator. The current approach can be regarded as a
generalization of scan grammars: it can perform arbitrary traver-
sals by using semiring operators, and moreover, it can deal with
MTTs rather than attribute grammars.

7. Conclusion and Future Work

This paper has examined tree processing defined by MTTs and
semirings. A parallel evaluation algorithm was proposed for this
parallel tree processing approach, and the condition for the al-
gorithm to guarantee ideal asymptotic parallel speedup was dis-
cussed. It was shown that the number of parallel evaluation steps
is proportional to the height of the input tree if the tree processing
is specified by an MTT, and logarithmic in the size if specified by
an ATT. These results were easily obtained through careful de-
sign of the language for describing parallel tree processing and
the use of fusion transformations to improve parallel speedup.

Several issues remain.

First, this paper considered not tree transformations but tree
processing using semirings. Parallel evaluation of tree trans-
formations has important applications including queries to tree-
structured databases. We might expect that the result of this paper
would also be applicable to tree transformations. A tree is identi-
fied by a set of paths from the root to the leaves, and the paths can
be calculated by using a semiring for languages. In practice, how-
ever, substitutions and simplifications of left-linear polynomials
may require duplication of strings, thereby making the compu-
tational complexity worse. Morihata [24] considered single-use
restricted MTTs so as to avoid this difficulty concerning tree du-
plication. It is unclear whether the use of directed acyclic graphs
or similar structures could resolve the issue. Further study is left
for future work.

Section 5 discussed the difficulty of extending the result of this
paper to deal with more general classes of tree transformations
such as high-level tree transducers. There may exist cases of tree
processing that are not definable by an MTT but have the pos-
sibility of efficient parallel evaluation. It might be interesting to
look for such cases of tree processing.

Fusion transformations were used to improve parallel compu-
tational complexity. This approach of considering an intermedi-
ate structure suitable for the objective and then applying a fusion
transformation to derive a function on the intermediate structure,
is not specific to parallelization. Potential applications include
computations for compressed data without decompression, com-
putations for indexed data, and incremental computation of re-
sults according to the modification of inputs.
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