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Abstract An important part of Intelligent Transportation System (ITS) is a geographic database containing
road maps, map entities, and current travel cost on segments of transportation networks. In this paper, we center
on an integrated representation of traffic cost information and spatial road network. Our method is flexible for
connecting traffic cost and constraint to static road map. A query on datasets created by our method, such as
continuous nearest neighbor search based on traffic cost, can be realized efficiently by taking advantages of this
integrated representation.
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1 Introduction

An important part of Intelligent Transportation Sys-
tem (ITS) is a geographic database containing static
map data (including data of road network and other
map objects), public transportation routes, and current
travel cost (e.g., travel time) on segments of transport
network, which is updated frequently [1]. Queries in
ITS applications are often based on the current travel-
time, congestion, restrictions and other attributes of
transportation network.

In this paper, we propose a representation method
for integrating traffic information and road network.
A query on this dataset, such as a temporal con-
tinuous nearest neighbor (CNN) search, can be real-
ized efficiently by taking advantages of the integrated
representation. The temporal CNN search retrieves
the nearest target objects for every point on a pre-
defined route on road networks based on the current
traffic conditions. The result is a set of quadruples
< target,interval, path, cost >, such that interval is a
sub-route, target is the nearest target object from all
the points on interval, and path is the lowest cost path
from interval to target. This kind of search may refer
to a road network in a wide area where the predefined
route crosses, while the nearest neighbor (NN) search
for the intervals on the route may be done on a rela-
tively small area based on the current transportation
conditions.

This paper is organized as follows. The related
works for information management of road networks
and our previous works on CNN search are presented
in Section 2. The representation method for integrated
management of temporal traffic conditions and spatial
information about road network is proposed in Section
3. Section 4 introduces a reverse search method for
CNN search based on the traffic cost. Section 5 analy-
ses our method and makes a conclusion on our work.

2 Related and Previous Work

The issue of this paper refers to the integrated manage-
ment method of temporal traffic conditions and spatial
information about road networks, and the continuous
nearest neighbor search.

2.1 Continuous nearest neighbor search

The existing work for CNN search is almost presented
from the computational geometry perspective [2, 3, 4].
Their CNN search methods for line segments are effec-
tive. However, all the works are based on the straight-
line distance between objects.
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Figure 1: Road network: specific route [S, £] and tar-
get objects.

We have proposed the method [5] to solve the prob-
lem based on common situations in GIS: the distance
from a point on the route to a target place should be
decided by the path length; and the target objects and
the road network are managed in GIS datasets, re-
spectively. Consider the example given in Figure 1,
where the specific route is [, F], and the target ob-
ject set is {tq, ts, te, te, tf, tg}. The output of the
query is {< te, [Sa Ql]apl >, < td, [Qla Q2]7P2 >,
< tda[Q.QaCQ]vPB >, < tca[025Q3];P4 >}7 <
te,[Qs, E], Ps >}: the target object t. is NN for the
interval (subroute) [S, @;], and the shortest path from
the subroute to t. is Py; tq is the NN for the subroute
[Q:, Q2] with the shortest path Ps; t4 is also NN for
the subroute [Q2, C2] with the shortest path Ps; t. is
that for the subroutes [Cz, Q3] and [Q3, E] with the
shortest paths Py and Ps, respectively.

By proposing heuristics for selecting computation
points (e.g., {5, C1, Ca, C3, C4} in the previous exam-
ple) and initializing NN search region for these compu-
tation points, our CNN search finds the target objects
with the shortest path length from all the points on the
route effectively.

However, when this search is based on the real-time
traffic conditions (e.g., the nearest target object is one
with the shortest travel cost from current location), our
method cannot be used directly because there are no
perfect relations between the path length and the travel
cost.
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Figure 2: Representing different types of roads and
junctions [6].

2.2 Integrated representation of traffic
information and road network

To represent the traffic information on road network,
a typical method [6] represents the road network using
a directed graph. In the graph, each edge depicts a
one-way road and each node corresponds to a junction.
Two-ways roads can be presented as a pair of edges:
one in each direction. This model permits easy mod-
eling of one-way roads and limited access junctions.
However, it keeps the topology relations among ver-
texes, and ignores the spatial relations among them.
Extra nodes should be added to the graph when there
are any access limitations (constraints of specific traffic
controls). In other words, one cross node on the road
network may be represented with several vertexes cor-
responding to the junctions, and they are independent
with each other. Figure 2 gives the representation of
different types of roads and junctions: one-way road,
two-way road without any access limitations, and T-
junction with some access limitations (the center point
on this T-junction is represented by two vertexes in this
directed graph).

Because this representation method ignores the spa-
tial attributes of map objects, only the routing queries
are applicable well on this model. For example, Lee’s
algorithm [7] is used for routing on this model. Lee’s
algorithm finds the best route with respect to optimiz-
ing some metric, as long as a route exists. The method
simulates an inkblot spreading out over a piece of pa-
per, centered on the start point. The covered area rep-
resents the already explored vertices. When the desti-
nation is reached, the algorithm traces the route back
to the start.

Another method for representing the traffic cost is
mentioned in [8]. They proposed an architecture for
keeping traffic information on nodes of road network.
However, the information of traffic constraints on the
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nodes is omitted in their discussion.

So we propose a method for representing traffic in-
formation including travel cost and traffic constraints
on road network; especially we give a flexible represen-
tation method for traffic constraints. We also propose
a heuristic method for temporal CNN search in taking
the advantages of our represention method.

3 Integrated
Method

Representation

We propose a representation method for integrating
traffic information and spatial information about road
network by considering the followings:

1) The traffic conditions change continuously, and
the snapshot of conditions is recorded as traffic
information. In comparing with the traffic infor-
mation, the map of road network is seldom up-
dated, and can be regarded as static information.
Therefore, if the static information is managed
by an efficient structure, the changes of traffic in-
formation associated with the road map should
not disturb the stability of the structure.

2) The integrated representation should not only
support the spatial query on road network and
the temporal query on traffic information, but
also support the interaction between these two
kinds of queries.

3.1 Modeling of road network and traf-
fic information

A road network with nodes and links representing the
crosses and road segments can be regarded as a un-
directed graph G, G = (V,L), where V is a set of
vertices { vy, va, ...un}, and L is a collection of lines {
ly, la, ...I;, }. Traffic information on the road network is
regarded as a directed graph G', G’ = (V, A), where V
is a set of vertices { vy, v, ...v,}, and A is a collection
of arcs { a1, as, ...ap}.

Figure 3 depicts these two kinds of graphs. In the
un-directed graph of Figure 3 (a), road segments are
represented by lines; while in the directed graph of Fig-
ure 3 (b), junctions are represented by arcs. One line
for road segment in Figure 3 (a) may be corresponded
to two arcs in Figure 3 (b) for two-direction traffic infor-
mation. In addition to the directions of traffic, there
are usually traffic controls (constraints) on road net-
work: for example, the right-turn and U-turn are for-
bidden on some cross points, which constrain the action
of traffic. The typical road junctions with (or without)
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Figure 3: Road segment and traffic arc
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Figure 4: One-way road and two-way road
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Figure 5: Cross node with constraint
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constraints are given in Figure 4 and Figure 5. Road
junctions are repressented by using [6]’s model in (1)
of two figures. Counsidering the shortcomings of this
simple model, we propose a super-node representation
method for integrating junctions (including traffic cost
and traffic constraints) and road network.

A super-node can be defined as a node in road net-
work with multiple corresponding junctions: for exam-
ple, vy in Figure 4 (a) (2), Figure 4 (b) (2) and Fig-
ure 5 (2). The information on the super-node contains
the following parts (for simplicity of explanation, road
junctions in Figure 5.(2) is used as an example):

1) Cost-arc: A cross node on road network, e.g. vy
in Figure 5(2), is a super-node for traffic informa-
tion. The arcs which have vy as their final vertex
are called in-arcs, denoted as in;, and similarly
the arcs which have vy, as their initial vertex are
called out-arcs, denoted as out;. The number of
those arcs is called as in-degree (e.g. 4) and out-
degree (e.g. 4), respectively. Every out; is defined
as a Cost-arc consists of the final vertex of this
arc and the traffic cost for traveling through this
arc. Cost-arcs of vy, in Figure 5(2) are

outy (v1, costy)
outy(ve, coStys)
outs(vs, costys)
outy(vy, coStRa)

2) Constraint-matriz: The constraints on the super-
node can be represented with an n x m matrix
CM:

out; outs outm,
z'nl 011 012 Clm
in2 021 022 C2m
CM(vg) = . . . .
inn Cnl Cn2 Cnm
And

1 there is restriction from in; to out;;
0 there is a junction from in; to out;.

Cij—{

The Constraint-matriz for vy in Figure 5.(2) is:

out; outy oulz outy
111 1 0 0 1
L) 1 1 0 0
CM(e) =5l 0 1 10
1Ny 0 0 1 1

where there are restrictions on going from in to
outy and outy, from ins to out; and outs, from ing
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to outs and outs, and from ing to outs and outy.
If there is no restriction for any in; of the super-
node vy, the Constraint-matrixz of vy, is filled with
0, and is regarded as ().

This method decreases the redundancies in the
database by adopting a complex node representation.
Though the total information for the network may be
more than those in [6]’s method, it is easy to integrate
the traffic information and the static road network, and
this method does not injure the stability of the spatial
index structure for road network.

4 Temporal Continuous Nearest
Neighbor Search

In this section, we propose a method for CNN search
along a predefined route based on a dataset, denoted
as super-node dataset, which is generated by the super-
node representation method proposed in the previous
section. The predefined route from a start point v; to
an end point v, is given by an array Route(vq,v,) =
(v1,v9, ..., Un_1,Up), and the target object set {t,, ts,
...} is managed by a spatial index structure (e.g. R-
tree [9]). The detailed discussions about the process-
ing of target objects by taking advantages of spatial
index structure can be found in our previous papers
[5, 10]. We center on the super-node repressentation
method and its influence on CNN search. The super-
node dataset consists of information about road net-
work and traffic cost on the network. To simplify the
explanation, we first use an abstract cost on road net-
work, and in the next section analyse the concrete ex-
amples of cost.

4.1 Observation of super-node dataset
in CNN search

We make observations of the super-node dataset in the
CNN search process:

1) Every vertex in the super-node dataset keeps the
cost information of the possible out-arcs, so the
cost of traveling from a vertex v; on Route(vy,v,)
to the following vertex wv;11 along this route is
kept on vertex v; and denoted as v;.cost;y1. If
the nearest neighbor (NN) of v;11 is known as
t;y1 with cost(viy1,t;+1), the cost of traveling
from v; to its NN ¢; is not larger than a value
Cost-limit (v;), which is computed by:

Cost-limit (v;) = v;.costiz1 + cost(vit1,tit1)
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Cost-limit (v;) is used to set a region for the NN
search of v; (e.g. in Figure 6), the NN of v; can
only be found inside the dotted circle region. The
region is defined as a circle with radius of Cost-
limit (v;) and center of v;.

2) The nearest target object t; 11 of v,y is also the
nearest one on the possible paths from v; via v; 1.
In other words, t;,1 is the nearest one found on a
path from v; via v;.out; 1. If there is any object
being nearer to v; than ¢;;1, the shortest path
from v; to it does not pass by wv;y1. Certainly,
it is possible that there is a path from v; to ;41
via vj (j # i+ 1), which is shorter than Cost-
limit (v;). This situation is depicted in Figure 6,
where v;_1 and v;41 share the same NN ¢;, 1, but
there is no overlap between the two paths p;;1
and Pi—1-

Eng: Vnéost-ar", CM)
' t

'/1/1 E ,ii:1 ti:"d tb [ ] ta [ ]
FAAYIEr) Ui \
I P/_.)\I
3 tl Pi (...) V,;,{}Cosl-arc CM)

ty le Start:

V,(Cost-afc, CM)

Figure 6: Predefined route and NN for v;.

Based on the previous observations, it can be con-
cluded that:

1) The path length from v; to the nearest neighbor
(NN) ;11 of v;11 can be set as a limit for the NN
search of v;.

2) The NN search of v; can be executed along the
out-arcs of v; except v;.out;;1.

Here, we give a simple proof for these conclusions:

1) We prove that ¢;11 is a candidate of NN search
of v;. Based on the definition of Route(vy,vy),
v; and v; 41 are along the same route, so there is
an out-arc of v; leading to v;4+1. Being the NN
object of v;11, t;1+1 can also be reached from wv;
via v;+1. Therefore, t; 1 is possible to be the NN
of v;, too.
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2) We prove that Cost-limit (v;) is the shortest one
from v; to any object via v;11. If there is another
object ¢’ with a path shorter than that of v;,;
via v;11, then ¢’ is also nearer to v;;1 than ¢;,4.
This contradicts to the promise that ¢;4; is the
NN of Vi41-

4.2 Reverse search method of CNIN

We propose a method for CNN search along
Route(vy,vy,). This method begins from the end vertex
of this route, and searches the NN for every vertex in
the reverse order of this route.

Our method first searches t,, for the end vertex v,,;
and then generates a search limit for the next com-
putation vertex v,_1 based on the previous result, and
checks whether there is an object nearer to v,,_; via the
out-arcs of v, 1 except v, _1.out,. These steps run in
cycle until the computation vertex is v;. This method
is correct, based on the previous observations.

The NN search for every vertex can be realized by
adopting a priority queue to maintain the current fron-
tier of the search. Any vertex with a higher cost from
v; than the limit value is not insert into the queue. By
expanding the vertex on the head of the queue, the al-
gorithm ends when the head vertex connects to a target
object.

1 End: Vnéost-ar“, CM)
T Vi ? N
g d

2 R ¥ Bt
3 ;L Vasd p, Dg| ‘2q |

1 o 1 \

Lol B d )| Vas| Vsa \

4 - S

‘ V)i V/(Cobt-arc, Cm) |
5 ,
6 1 -

ty Ll ..~ Start:

7 ¢ V;(Cost-arc, CM)
8 '

Figure 7: NN search for v; with a limit.

An example for NN search of v; is given in Figure 7.
The NN of v; is to be searched inside the dotted region.
There are assumptions that every grid represents a unit
of cost; right-turn and U-turn are forbidden on v;; and
no restrictions are imposed on vertex vy 3. The search
for v; begins from the following possible out-arcs of v;:
here, v;.outys 3. As there is no target object connecting
to v4,3, and the cost from v; to vy 3 is not larger than

0 4800

Cost-limit (v;), the search expands the vertex vy 3 us-
ing the width-first method. The vertex vy » connecting
to a target object t; with the lowest cost is found, and
the object t; is regarded as the NN of v;. The main
steps in this algorithm are given here:

Algorithm NN-search
/* Input: Route(vi,vn), target object set T, source point v;,
and < t;41,interval;y1, pathi1, cost(Vig1,tiy1) >;
Output: a triple < target,interval, path, cost >x/
1. Initialize priority queue Queue;
2. Cost-limit (vi) = vi.costit1 + cost(vig1, tit1);
3. Sort v; with (cost = 0) and
ti+1 with (cost = Cost-limit (v;)) into Queue;
4. Do steps 5 to 6 unless Queue is Null;
5. If the head of Queue is v not connecting to
a target object
Then
(1) Expand possible out-arcs of vy: vg.outy,
where Cp, <> 1in CM(vg) ;
(2) Compute the cost from v; up to vp;
(3)  If the cost is smaller than Cost-limit (v;)
Then sort vp into Queue;
6. If the head of Queue is a node connecting to
a target object t;
Then return result of triple
< t;, interval;, Path;, cost(v;, t;) >

5 Analysis and Conclusion

5.1 Analysis

The anlysis is done from a view point of providing con-
crete examples of cost: when there is a uniform speed of
traffic on the road network, the cost can be the length
of the road segment; otherwise, the cost can be the
travel time for every traffic arc on the road network.
Certainly, there are other kinds of cost: for example,
the toll of a path. Our method supports the search
based on all these cost definitions.

The discussion and examples used in the previous
sections can be regarded as the traffic arcs with the
assumption that the cost is equal to the length of the
road segment, implicitly. If the cost is the travel time
on the traffic arc, though the region may be not a circle
on the road map, it is sure a region can be generated
with the same method, and the NN search for every
vertex can be executed using the same program. This
is because the region is actually realized by adopting
the priority queue ordering on cost.

Moreover, for some important route planning prob-
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lems, other costs may be identified: namely, turn costs
appear when we make a turn on a cross point. It also
can be regarded as the cost of leaving one traffic arc
and entering the next [11] via their shared node. Our
method is able to process the turn cost by extending the
Constraint-matriz to a Turn-Cost/Constraint-matriz.
The CM defined in Section 3 can be modified to a
Turn-Cost/Constraint-matriz:

outq outy ... outpy
in1 TC’11 TClg TClm
’ing TC’21 TCQQ TCQm
T_CM(vk) = . . . .
And

0<TC;; < Max the turn cost from in; to outy;
TCZ']‘ = Mazx

For example, the Turn-Cost/Constraint-matriz for vy,
in Figure 5.(2) may be like this:

outq outs outs outy

ing [ MAX 10 40 MAX
ing | MAX MAX 10 30
imns 10 MAX MAX 30
(N 10 40 MAX MAX

T_CM(’Uk) =

where the MAX is defined as a large constant value.
The element 7°Cj; in this matrix with a value of MAX
represents a restriction from in; to out;: e.g. U-turn
and right-turn are forbidden in this example, so MAX
is assigned to TCy; (i = 1, 2, 3, 4), TCh4, TCo1, TC3o
and T'Cy3. The value of T'C;5 represents the cost 10
(e.g. 10 seconds) of making a left-turn on the cross
point (from in; to outs), while the cost of crossing the
point v from ing to outs is 40.

The values of the turn cost can be used naturally
in the process of searching algorithm proposed in this
paper.

On the other hand, either kind of cost is adopted in
the dataset, and the quantity of information on every
vertex keeps the same. Therefore, when the road map is
managed by some spatial index (e.g. R-tree), Cost-arc
and Constraint-matriz associated to a vertex are stored
into a fixed space of specific diskpage. The update for
traffic information will not injure the stability of the
spatial index.

5.2 Conclusion

In this paper, we proposed a representation method for
integrating traffic cost and spatial road network, and a
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there is restriction from in; to out;.

method for CNN search based on this representation.
Our method is flexible for representing cost on traffic
network, and the reverse search method for CNN taking
the advantages of this representation method can be
realized efficiently. The evaluation of our method with
a prototype system is in our future work.
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