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Performance Analysis and Optimization of
CPU and GPU in Deep Learning Framework
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Nowadays, deep neural network technology has made a significant contribution to Al field. Its learning
process is very time-consuming and needs to be optimized for a computing environment. In this work, we will
show a compare of deep learning performance between CPUs and GPUs. Major deep learning frameworks
are fully optimized for GPU, but not for CPU. Specifically, Chainer, a widely-used deep learning framework,
does not use CPU-specialized kernels for deep learning. Almost all kernels performing well on GPU are
optimized with cuDNN and CuPy, libraries specialized for deep learning. In contrast to that, kernels running
on CPU are optimized only with NumPy. NumPy, general scientific computing library, is difficult to get high
performance in deep learning. So the performance comparison between CPUs and GPUs with the original
Chainer implementation does not reflect the performance difference of the processors. To deal with this
problem, we rewrite existing kernels running on CPU with C language and optimize them with OpenMP and
Intel MKL. We analyze the performance with detailed profiling and discuss characteristics of performance.
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