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I. INTRODUCTION

High performance, flexibility, and power efficiency are
among the necessary requirements in high-demand, compute-
intensive solutions. Among the available computing plat-
forms, field programmable gate arrays (FPGAs) are recently
becoming attractive solutions due to their increased capac-
ity of floating point processing, low power utilization, and
application-specific customized hardware capability. In addi-
tion, FPGA’s flexibility allows straightforward connection to
other devices through any physical interface standard. This
extends to direct FPGA interfacing, which highly suggests
performance scalability. To scale the performance with mul-
tiple FPGAs, certain conditions must be considered, such as
efficient parallel computing architecture, high-speed and low-
latency communication, and sufficient bandwidth requirement.
For high performance computations with a limited memory
bandwidth, stream computing is promising because it allows
processing of multiple operations through a deep pipeline
with regulated memory access. Inter-FPGA communication
could also be bandwidth-enhanced [1] alongside the high-
speed serial I/Os for low-latency communication in modern
FPGAs. Contributions of this work are (1) scalable architecture
for deeply-pipelined stream computations; (2) evaluation with
FPGA-based numerical computing cores; and (3) performance
estimation for cascaded Intel Arria 10 FPGAs.

II. DESIGN AND RESULTS

We had created an FPGA cluster with 16 Intel Stratix V
FPGAs [2] and now extending the work to a cluster composed
of Intel Arria 10 FPGAs. This upgrade constitutes a number
of improvements including a faster inter-communication full
duplex bandwidth of 80 Gbps via QSFP ports from Stratix
V’s 10.31 Gbps. Each of the four host nodes have four FPGA
boards and each FPGA is inter-connected in a 1D ring topology
through the QSFP ports for stream computing. Inside each
FPGA, a pipeline of stream processing elements (SPEs) for a
custom computation is implemented. This computing pipeline
takes an input stream from memory and outputs a data stream
as the computation result for a certain number of time steps.
For simplicity in the localization of computational data, we
are implementing a configuration of one master with multiple
slaves, where the master FPGA has an exclusive access to the
external memories and cascades the data stream down to the
slave FPGAs, as illustrated in Fig. 1. For evaluation purposes,
Lattice Boltzmann Method (LBM) [2] and tsunami simulation
[3] computing cores are used. To further increase through-
put and maximize the use of available hardware resources,
performance scaling is explored through spatial and temporal
parallelism, by duplicating and deepening the pipeline of SPEs,
respectively. As support for temporal parallelism between
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Fig. 1. 1D ring of master and slave FPGAs

FPGAs, a hardware-based bandwidth compression scheme [1]
is utilized to logically increase the communication bandwidth,
thus, enabling spatially-paralleled computing cores to transfer
more data streams.

A performance model is derived and used to estimate the
peak performance. When a single computing pipeline (N=1) is
used, the available bandwidth for memory and communication
is sufficient, therefore, all streaming cycles are fully utilized.
However, when the number of parallel cores are increased to
two and four, stalls are necessary to synchronize the computa-
tions. For instance, in LBM, the stall ratio for N=2 and N=4 are
44% and 72%, respectively, due to insufficient communication
bandwidth. This is reduced to 5% and 52% when bandwidth
compression is applied with a compression ratio of 2.25. When
the number of FPGAs are increased (M>1), the performance is
scaled only within the bounds of available memory bandwidth
due to the enhancement done by the bandwidth compression.
Currently, we are implementing the 1D ring of 16 Intel Arria
10 FPGAs, in which evaluation of the sustained performance
will follow. In our future work, we will extend the multiple
FPGA architecture to form a 2D torus array of FPGAs, to
further scale the performance.
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