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Speaker separation in multi-channel environment using
deep learning
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Abstract: This paper addresses multi-channel speaker separation based on a deep delay-and-subtraction beamformer.
Deep neural network (DNN) is first applied to estimate the delay time between speakers and microphones , and then
speakers’ speech is recovered from mixed signals by using a delay-and-subtraction algorithm. We evaluated our method
by using simulated data made from WSJCAMO database. The proposed method achieved high precision source local-
ization, and about 62% relative improvement on word error rate (WER) over a delay-and-sum (DS) beamformer.
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1. Introduction

Speaker separation aims to reconstruct individual speakers’
speech from mixed speech in which more than one speaker is talk-
ing simultaneously. It can be used in many applications such as
hearing aid and speech recognition in meetings. Speaker’s speech
can be differentiated by using linguistics and speakers’ spatial
information. Many methods have been proposed to address the
problem of multi-talker speech separation with one channel in-
put [1][2][3]. However, it is difficult to separate multiple speak-
ers’ speech from only one mixed signal, because this problem is
ill-posed, which may have more than one solution. With micro-
phones getting cheaper and cheaper, multi-channel speech sep-
aration methods [4][5][6] have become popular. They can uti-
lize speakers’ spatial information. In this paper, we focus on the
speech separation with multi-channel inputs.

Many methods have been proposed for multi-channel speech
separation using the statistical properties of signals and speakers’
spatial clues in mixed speech, e.g., blind source separation tech-
niques [7][8][9], beamforming techniques [12][13].

Blind speech separation aims to extract all sources from mixed
signals. Its examples include independent component analysis-
based (ICA) methods [7][8] and time-frequency masking-based
methods [9]. In the ICA-based approach, a separation filter is es-
timated by using the ICA algorithm [10][11] and the high-order
statistics of signals. Then, the filter is used to extract indepen-
dent sources from mixed signals. The time-frequency masking
approach applies a mask for each point in the time-frequency do-
main of mixed signals to select each speaker’s speech signal.

However, beamforming techniques [12][13] can separate the
source in the specific direction from mixed signals by using a spa-
tial filter. In most of the beamforming approaches, a source local-
ization algorithm is first applied to estimate the time difference of
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arrival (TDOA) of each speaker among microphones [14]. Then,
the estimated TDOA and the statistical properties of signals can
be used to estimate beamformer weights or a spatial filter. While
this approach has shown good performance in terms of interfer-
ence suppression, it has several weaknesses. For example, it is
difficult to separate speakers’ speech from signals when the num-
ber of active speakers changes over time. This problem can be
solved by using all speakers’ locations for each speaker’s speech
separation. Also, the TDOA of some speakers may be lost due
to false detection generated from outliers. The false detections
can be reduced by applying the deep neural network to the source
localization, though it is not emphasized in the related literatures
[15][16].

Deep neural network (DNN) has been successfully applied to
localize only one speaker with multi-channel inputs [16][17][18],
owing to its powerful generalization capabilities. A multi-layer
perceptron neural network (MLP) is applied to classify the direc-
tion of arrival (DOA) in [16], while it fails when speaker’ location
is unknown. A complex-value beamforming weight vector is pre-
dicted by using the DNN in the frequency domain [17][18], but
it is difficult to be applied in multiple speakers localization, when
the size of the estimated weight vector is large. It has not widely
been applied to localize multiple speakers, because this task be-
comes more difficult with the growth of the number of speakers.

In this paper, we propose a delay-and-subtraction beamformer
by combining a delay-and-subtraction algorithm with DNN. The
DNN is discriminatively trained to predict speakers’ delay time
between speakers and microphones. Then, the predicted delay
time and mixed signals are used to recover all speakers’ speech
by using a delay-and-subtraction algorithm. Our approach can
work even when the activation of speakers changes. We demon-
strate its potential by evaluating it on simulated data sets made
from WSJCAMO database.

The rest of this paper is organized as follows. Related stud-
ies are reviewed in Section 2. Section 3 describes the details of
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the proposed method. Section 4 shows and discusses experiment
results. Section 5 concludes this paper.

2. Related studies

Speaker separation can be done by applying beamforming
techniques to estimate a spatial filter. There are a lot of beam-
forming approaches [19][20][21][22]. A delay-and-sum beam-
former [19] is the simplest one, in which mixed signals from
all channels are realigned and then summed to generate sepa-
rated speech. This beamformer is data-independent because only
speakers’ location information (e.g., TDOA) is applied to esti-
mate the spatial filter. On the contrary, data-dependent beam-
formers attempt to use the speakers’ location information and the
statistical properties of the signals. In [20], a minimum mean
square error (MMSE) beamformer is applied to estimate the spa-
tial filter by minimizing the expectation of the squared error of
signals. It has no explicit constraints about the source direction
which may be useful for speech separation. A constraint on the
source direction is applied in a minimum-variance distortionless
response (MVDR) beamformer in [21]. Both the MMSE beam-
former and the MVDR beamformer use the statistical properties
of source signals. However, the source signals are unavailable
in real environments. A minimum power distortionless response
(MPDR) beamformer [22] is proposed to estimate the spatial fil-
ter by using minimum mean square output as its optimum criteria.
It directly uses the statistical properties of the mixed speech for
the beamformer optimization.

There are several difficulties in applying the above discussed
techniques. For example, the number of active speakers may
change over time in real environments. To handle real cases, a
signal-to-interference ratio (SIR) beamformer [23] is proposed.
In this method, speech activities are detected and then clustered
for all speakers. Then, clustered speech is used to estimate
the spatial filter by maximizing the signal-to-interference ratio.
However, separated signals may have different distortions cor-
responding to different frequencies since there is no constraint
on sources’ directions. This may deteriorate the performance of
speech recognition. We propose a delay-and-subtraction algo-
rithm in which each speaker’s speech can be recovered by can-
celing the speech from the other directions.

For multi-source localization, there are mainly two types of
methods for estimating the TDOA of each source among mi-
crophones. One is clustering-based approach. In this approach,
points of mixed signals in the time-frequency domain are first
clustered for each source by using current TDOA estimation.
Then, the clustered points are used to re-estimate the TDOA of
sources. This approach is very sensitive to the initial TDOA.
The other approach is based on the angular spectrum [24][25], in
which peaks are corresponding to the TDOA of sources. In [24], a
method with generalized cross-correlation with phase transform
(GCC-PHAT) is proposed to generate the angular spectrum by
using the covariance matrix of the mixed speech. In order to re-
duce false detection of TDOA, a non-linear function is used to
emphasize the angular spectrum in the GCC-PHAT (GCC-NON)
in [25].

In the above localization techniques, the TDOA of some speak-
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Fig. 1 The overview of proposed speech separation system.

ers may be lost due to false detection generated from outliers.
The false detections can be reduced by applying the deep neural
network to the source localization, though it is not emphasized
in the related literatures [16] [17]. DNN is also explored to lo-
calize multiple speakers. For example, the DNN is applied to
classify multi-speaker locations by using the eigenvectors of the
complex correlation matrix of signals [26]. However, the num-
ber of the DNN output nodes and training data patterns is large.
In addition, there is a large gap between the performance of the
data with known speakers’ locations and the data with unknown
speakers’ locations. On the contrary, we apply DNN to localize
multiple speakers by predicting the delay time between speakers
and microphones.

3. Deep delay-and-subtraction beamformer

In this section, a DNN-based speaker separation method is dis-
cussed. The overview of the whole system is shown in Figure
1. The DNN is first applied to estimate the delay time between
speakers and microphones. The estimated delay time and multi-
channel inputs are then used to recover speakers’ speech by ap-
plying a delay-and-subtraction algorithm. There are four parts de-
scribed in this section : 1) mixing model, 2) input of deep neural
network, 3) DNN structure, and 4) delay-and-subtraction (DSB)
algorithm.

3.1 Mixing model

In a simple way, the mixed speech from each microphone can
be expressed as the sum of delayed speakers’ speech. Let / source
signals be recorded by J microphones, here J > I. Then the
mixed signal X; in the j-th channel can be written as follows:

X = ) st —1y), (1)
iel
where s; is the ith source, ¢ is the time index, and ¢;; is the delay
time between the i-th source and the j-th microphone. Then, its
short-time Fourier transform (STFT) can be described as:
X(x, f) = ). Si(x, DHy(f)
i€l

= > Suw e,

i€l

2

where H;;(f) denotes a frequency response from the i-th source
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to the j-th microphone, and S;(7, f) is STFT of the i-th source
s; in a time-frequency point (7, f). Since the transform function
is only dependent of the frequency bin f and the delay time be-
tween microphones and speakers, speaker separation problem can
be solved by estimating the delay time.

3.2 DNN input features

The DNN-based source localization aims to predict multiple
speakers’ positions. In order to achieve this, input features of
the DNN should contain speakers’ locations information and be
easily used by the DNN.

The speakers’ locations can be presented in several ways, such
as the generalized cross-correlation (GCC) vectors [16][17] and
the eigenvectors of the complex correlation matrix of mixed
signals [18]. Here, we use GCC vectors as the input features of
the DNN. Sources are assumed to be sparse in the time-frequency
bins so that their locations can be estimated by using the spatial
phase difference between two channels in the frequency domain.
For random two channels, the covariance matrix of mixed speech
R(t, f) = Xi(7, /)Xo(7, f)* is computed by using the STFT of
mixed speech signals, X(r, /) and X»(7, f). Then, the angular
spectrum can be expressed as a function of the covariance matrix
R(1, f) as follows:

R, /)
IR(w, A
To obtain sufficient spatial features, the angular spectrum is trans-
formed into GCC feature in the time domain. The GCC feature
can be expressed as follows:

Fgcc(T» f) =

3)

Jeee®) =¥ (Fyee(T, ), “4)

where a function ¥~! denotes inverse short time Fourier trans-
form. Since the silent parts of mixed speech signals including
no speakers’ location information are not helpful for the DNN
training, the GCC feature is only extracted from the speech-active
parts which are detected by using a voice activity detection algo-
rithm.

After computation of the GCC features, it is worth describing
how to calculate the dimension of DNN input features. In order
to easily express this process, we take a circle array composed
of 8 microphones with 20cm diameter, as an example. The sam-
pling rate of speech is 16kHz. The GCC features are computed
for each microphone pair. Since the maximum of sample delay is
10, only 21 samples of the GCC feature are selected. There are
28 possible pairs for 8 microphones. Then, the dimension of the
selected GCC feature vector is summed to 588. In addition, the
estimated TDOA by applying the GCC-PHAT method is concate-
nated to selected GCC features because the estimated TDOA also
contains speakers’ locations information.

3.3 DNN structure

The deep neural network aims to learn the capability of speaker
localization. The DNN-based multi-speaker localization can be
applied to predict speakers’ location labels or a complex-value
spatial weights. However, the number of the DNN output nodes
increase quickly as the number of speakers grows. The delay
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time between speakers and microphones is a form of speakers’
locations. Therefore, we apply the DNN to predict the delay time
between speakers and microphones. Given a (GCC) feature vec-
tor foc.(7) and a estimated TDOA vector fi4o,(7) for frame 7, the
output vector o; of the /th hidden layer (1 < [ < L), where con-
stant L denotes the number of hidden layers, can be expressed as
a function of a input vector 0;_; as follows:

h; = W;0,_; +b,, ()
o; = f(hy). (6)

If I = 1, op is the input feature vector of DNN. The variables
W, and b, are the weight matrix and the bias vector between the
(I — 1)-th hidden layer and the /-th hidden layer respectively. The
function f(a) = (1 + e™%)7! is a non-linear activation function.
Finally, the delay time is predicted in the last layer as:

y(©) = Wror +by. @)

The DNN is then trained directly by minimizing the distance be-
tween the estimated delay time vector y(7) and the ground truth
t(r). The cost function is computed with the total number of
frames N for all speakers / and all microphones J based on a
mean square error criterion:

Lige = = > Iy@ — @I, @®)

1
NIJ
where i, j and 7 denote a speaker index, a microphone index and
a frame index respectively. The operation || * ||*> denotes the 2-
norm square (Euclidean norm square). Our DNN is a forward
deep neural network for a regression problem. It has two hidden
layers with 1024 units. The size of its input layer is the sum of
the dimension of a selected GCC feature vector and a estimated
TDOA vector. The size of its output layer is obtained by mul-
tiplying the number of speakers by the number of microphones,
e.g. 8 for 8 microphones. Thus, our DNN can be easily trained
for the multi-speaker localization.

3.4 Delay-and-subtraction algorithm

Our delay-and-subtraction (DSB) beamformer aims to estimate
each speaker’ speech by using all speakers’ locations. After
each speaker’ delay time is predicted from DNN, each speaker’s
speech can be separated from mixed speech by applying a delay-
and-subtraction algorithm. For each speaker, mixed speech sig-
nals from all channels are firstly realigned by using the estimated
delay time. Then, one of other speakers can be cancelled by using
a subtraction process for the realigned signals from two channels.
Given the i;-th speaker’s delay time, 0 < i} < /, the mixed speech
from the jth microphone is realigned as follows by multiplying by
the conjugate of the frequency response from the i;-th speaker to
the j-th microphone:

Xj(r, HH;(r, )" = ZS,-(T, DH(HH; ()

= $i,(@ )+ ), Silx HHZ(HHi(F)'-
i#0)
©)
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Here, (.)* is a conjugate operator. The speaker’ speech spec-
trum S; (7, f) can be cancelled by using a subtraction process
for realigned signals from random two channels. One channel is
selected from all microphones as a reference channel. The other
is selected from remaining microphones. After this subtraction
process, J — 1 signals including / — 1 speakers remain. All
signals from J — 1 channels are realigned again. Then, one of
I — 2 speakers can be cancelled by using a subtraction process
for two channels randomly chosen from J — 1 channels. Then,
J — 2 signals with I — 2 speakers are obtained. Each subtraction
process aims to cancel one speaker. When the above steps are
repeated until when only one speaker exists, the speaker’ speech
is recovered. Other speakers’ speech is reconstructed in the same
way. In this paper, let the number of speakers / be equal to 2.
For two microphones with channel index j; and j, respectively,
the speech spectrums for two speakers’ S ;(7, ) and S (7, f) are
separated from mixed speech spectrum by subtracting realigned
speech and multiplying by a filter term as follows:

X, (v, Ho, ()" = X;, (3, f)H;, (f)
Hj,(H)Hz, (f)* = Hij,(H)H, ()
X, (v, NHH 1, ()" = X, (% HH, ()
Hy, (7, /)Hj, (f)* = Hyj, (/)Hj, ()"
The proposed delay-and-subtraction algorithm, strictly speaking,

Si(r. f) =

(10)

Sa(r. f) = (11

is a filter-and-subtraction method, because a filter is applied be-
fore each subtraction process. Each speaker’ speech can be re-
covered only by using locations of other speakers. The recov-
ered speech usually suffers from attenuation which may affect the
quality of speech perception. In order to improve speech quality,
a filter, which is consisted of speakers’ transform functions, is ap-
plied to further enhance the recovered speech signals. If there are
more than two speakers, mixed speech should be selected from
more microphones. Speakers’ speech can be obtained by itera-
tively cancelling other speakers’ speech in the same way as above.
A filter should be add in the each subtraction process.

4. Experiments

4.1 Conditions

Experiments are implemented on WSJCAMO corpus [27]
which is recorded by native speakers of British English. In this
paper, only two speakers, a female and a male, are used and their
order is fixed: the first speaker is female, the second speaker is
male. Since DNN training needs the ground truth of training
data, we generated 80 hours simulated data by randomly select-
ing clean speech from 7861 clean training sentences. Speaker
locations are limited on a circle with 1 meter radius. Angle of
all speakers is set to [0,360). When simulating the training data,
speaker locations are also randomly chosen from 360 degrees for
each sentence and the difference of two speakers’ angle is fixed
to be 90 degree.

For development data, two data sets are generated: 1) a data set
with known speakers’ locations and 2) a data set with unknown
speakers’ locations. The data set with known speakers’ locations
is synthesized by using clean speech from the development data
with 368 clean utterances and known locations which are present
in the training data. Both clean speech and speakers’ locations
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Table 1 Performance of source localization

Method Precision (%)  Angle error (degree)
GCC-PHAT 98.0 1.29
GCC-NON 98.0 1.56
DNN 100.0 0.40

are randomly chosen. The data set with unknown speakers’ loca-
tions is synthesized by using a same process but with unknown
speakers’ locations which are not present in the training data. In
the training step, the data set with known speakers’ locations is
applied for validation constraints. Test data is also simulated in a
similar way as above simulated development data.

The performance of our method is evaluated in terms of
source localization and speech recognition. For the source
localization, the evaluation is usually done by computing three
values (precision, recall and F-measure) through the estimated
TDOA and its ground truth. Since the estimated number of
speakers is assumed to be same as the true number of speakers,
they should be equal to each other. Only the precision of the
TDOA measuring how many sentences are estimated accurately
is computed. In addition, angle (or direction of arrival) error
measuring how far the estimated TDOA is from the ground truth
is also used. The precision P is computed using the number N,
of correctly estimated TDOA and the number N of true TDOA :

P= W (12)

In this paper, a far-field assumption is used. Then, the TDOA
denoting by v can be computed using a following equation:

vr = dcos(@)'
c

(13)

Here, d is the distance between a speaker and a microphone
in meter, 6 is direction of arrival (DOA) and source speed is ¢
(meter per second). Angle error E, is measured by computing
mean absolute error (MAE) for all speakers:

E,=1 > -6, (14)
I4
where 6; denotes the estimated direction of arrival for the ith
speaker.

In order to evaluate speaker separation, three experiments are
implemented in this section: 1) source localization, 2) speech
recognition results of test data with known speakers’ locations
and 3) speech recognition results of test data with unknown
speakers’ locations.

4.2 Source localization

The delay times between speakers and microphones are pre-
dicted by applying the DNN. We first discuss the performance
of each source localization method. We use the simulated de-
velopment data with known speakers’ locations for the evalua-
tion. Both the GCC-PHAT method and the GCC-NON method
are used as benchmarks.

All results shown in Table 1 are the mean value of all sentences.
Our DNN-based method achieves 100% precision, while bench-
marks obtain same precision, 98%. Although speakers’ locations
are not close to each other, the false detections of the speakers’
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Table 2 Comparing WER (%) for the proposed method and delay-and-sum

beamformer.
Dev. Test
Clean 54 5.6
Idea+DS 543  59.1

GCC-PHAT+DS 71.1 753
GCC-NON+DS 69.7 729
GCC-PHAT+DSB | 114 107
GCC-NON+DSB 10.8 104
DNN+DSB 9.18 9.7

locations happen in the conventional methods. The DNN-based
method improves the precision of localization. The angle error
(its unit is degree) is the error of direction of arrival (DOA). The
DNN-based method obtains the smaller error of the DOA than
benchmarks. Our DNN-based method can reduce the false detec-
tions of the speakers’ locations from the benchmarks.

4.3 Speech recognition results when speakers’ locations are
known

After the evaluation of source localization, we evaluate the
speech separation using the word error rate (WER). In this sub-
section, we evaluate the performance of speech separation for
the test data with known speakers’ locations by comparing with
benchmark methods. The speech recognition system is built on
a triphone system with the Linear Discriminant Analysis (LDA)
and the Maximum Likelihood Linear Transform (MLLT). The
acoustic model is based on the Deep Neural Network Hidden
Markov Models (DNN-HMMs) and trained by using the WSJ-
CAMO database.

After multiple speakers are localized by applying traditional
methods, it is difficult for them to mark the estimated locations
for the speakers. In order to compare with our method, this prob-
lem is ignored and the estimated speakers’ locations are realigned
by using the true speakers’ locations. Since there is no such prob-
lem in the our proposed method, we don’t do the same process.
To evaluate the performance of the beamformer, the delay-and-
sum (DS) beamformer is used as our benchmark.

Speech recognition results are shown in Table 2. The proposed
method (DNN+DSB) can obtain low WER. With the same source
localization methods (GCC-PHAT and GCC-NON), our method
reduces WER by about 60% for the development data, and about
63% for the test data compared with the DS beamformer. For the
ideal case where speakers’ locations are the ground truths, the DS
beamformer still obtains a high WER. To recover each speaker’s
speech, it is difficult for the DS beamformer to cancel the other
speakers’ speech, because only one speaker’s location is used.
On the contrary, our method can cancel them by using all speak-
ers’ locations. Compared with different source localization tech-
niques, DNN-based method improves WER about 2.3% over that
with GCC-PATH, about 1.7% over that with GCC-NON for the
development data. For the test data, our method also achieves bet-
ter results than source localization benchmarks. Compared with
the DSB algorithm, the DNN-based source localization is slightly
improve the performance of the whole speech separation system.
We don’t discuss speaker order problem which tends to be present
in the traditional localization methods, but there is no such prob-
lem in our DNN-based method. Since the proposed beamformer
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Table 3 Comparing WER (%) for the case where each speaker’s location
is known and that for the case where each speaker’ location is un-
known

Speakers’ locations | Dev ~ Test
Known 9.2 9.7
Unknown 93 103

aims to recover speech by using speakers’ locations, it needs the
high-precision multi-talker localization.

4.4 Speech recognition results when speakers’ locations are
unknown

In the above subsection, the performance of speech recogni-
tion is evaluated for the test data with known speakers’ locations.
In this subsection, we further evaluate the performance of our
method for the test data with unknown speakers’ locations. We
use the same speech recognition system as that in the above sub-
section.

Compared with the case where speakers’ locations are known,
the performance of our method is slight worse for the test data
with unknown speakers’ locations. The results are shown in Ta-
ble 3. Thus, the proposed method can work even for unknown
speakers’ locations. In order to achieve this, the test data should
be recorded by the microphone array with the same structure as
that used in the training data. In addition, the DNN should be
trained with a large amount of data.

5. Conclusion and Future work

We have explored the deep neural network for multi-talker
speech separation with multi-channel inputs by applying a beam-
forming technique. Its performance is evaluated for source local-
ization and speech recognition for a known case and an unknown
case. Compared with the delay-and-sum beamformer, our delay-
and-subtraction beamformer works much better. This improve-
ment mainly comes from the delay-and-subtraction algorithm,
which aims to separate each speaker’s speech by using all speak-
ers’ locations and works even when the activation of speakers
changes over time. The performance is further improved by using
a DNN-based source localization which can reduce the location
detection error. Experiments also demonstrate it works even for
the situation when speakers’ locations in the test data are different
from that in the training data.

However, a noise-free situation including two speakers is tested
in our experiments. It may be difficult for speaker separation in
a real environment, e.g., where more speakers are present in a
noisy environment. In such a environment, the clues of speakers’
locations are unclear from input features so that it is difficult for
the DNN to localize speakers. In addition, speakers’ location am-
biguities may happen with growth of the number of speakers. In
future, this research will be extended to cover these problems.
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