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Variants of the dispersion problem
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Abstract:
The dispersion problem is a variant of the facility location problem, which has been extensively studied.
In this paper we design some algorithms for some variants of the dispersion problem.
Given a set P of n points on the horizontal line and an integer k we wish to find a subset S of P such that
|S| = k and maximizing the cost minx∈S cost(x), where cost(x) is the half of the sum of distances to its left
neighbour and right neighbour in S. (For the leftmost point in S its cost is the half of the distance to its
right neighbour. Similar for the rightmost points.) The problem is called the LR-dispersion problem. In this
paper we give a simple O(kn2 logn) time algorithm to solve the LR-dispersion problem.　
Also we give some algorithms to solve some variants of the dispersion problem.

1. Introduction

The facility location problem and many of its variants

have been studied [5], [6]. A typical problem is to find a set

of locations to place facilities with the designated cost mini-

mized. By contrast, in this paper we consider the dispersion

problem(or obnoxious facility location problem), which finds

a set of locations with a certain objective function maxi-

mized.

Given a set P of n possible locations, and the dis-

tance d for each pair of locations, and an integer k with

k ≤ n, we wish to find a subset S ⊂ P with |S| =

k such that some designated objective function is maxi-

mized [3], [4], [8], [9], [10], [11], [12].

The intuition of the problem is as follows. Assume that

we are planning to open several chain stores in a city. We

wish to locate the stores mutually far away from each other

to avoid self-competition. So we wish to find k locations

so that some objective function based on the distance is

maximized. See more applications, including result diversi-

fication, in [9], [10], [11].

In one of basic cases the objective function to be max-

imized is the minimum distance between two points in

S. Then papers [10], [12] show if P is a set of points

on the plane then the problem is NP-hard, and if P is a

set of points on the line then the problem can be solved

in O(max{n logn, pn}) time by dynamic programming ap-

proach, and in O(n log log n) time by the sorted matrix

search method [7].
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In this paper we define some variants of the dispersion

problem. Let P be a set of n points on the horizontal line,

and we wish to find a subset S ⊂ P with |S| = k maximizing

the following cost cost(S).

Let the cost of a point f in S be the sum of (1) the half of

the distance to its immediate left neighbour point in S and

(2) the half of the distance to its immediate right neighbour

point in S. We denote the cost for f by cost(f). Intuitively

the cost of f ∈ S corresponds to the length of the segment

in which possible customers for f live. (We assume each cus-

tomer go to the nearest point(facility) in S.) Especially for

the leftmost point the cost is consisting of just (2), and for

the rightmost point the cost is consisting of just (1). And the

cost of S, denoted by cost(S), is the minimum cost among

the costs of the points in S, which is minf∈S{cost(f)}. We

call the problem above the LR-dispersion problem.

In this paper we design an algorithm to solve the LR-

dispersion problem in O(kn2 log n) time by dynamic pro-

gramming approach.

The remainder of this paper is organized as follows. Sec-

tion 2 contains our first algorithm for the LR-dispersion

problem. Section 3 gives our second algorithm for the LR-

dispersion problem. In Section 4 and Section 5 we consider

more variants of the dispersion problem. Finally Section 6

is a conclusion.

2. The first algorithm

In this section we design an algorithm to solve the LR-

dispersion problem, based on dynamic programming ap-

proach. We consider the subproblem P (h, i; k) defined be-

low, and systematically solve them.

Let Pi be the subset of the points in P locating on the

left of i ∈ P (including i). Given h ∈ Pi and an integer k,

we wish to find a subset S ⊂ Pi such that (1) |S| = k, (2)

the rightmost two points in S is h and i, with h < i, and (3)
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maximizing cost(S). We denote by cost(h, i; k) the optimal

cost of a solution of P (h, i; k). This is the LR-dispersion

problem with the rightmost two points in S are designated.

We can assume k ≥ 2 since otherwise we cannot define

the cost. We have the following lemma.

Lemma 1. P (h, i; k) has a solution S containing the left-

most and rightmost points in Pi.

Proof. Assume otherwise. If the leftmost point 1 is not

contained in S then remove the leftmost point in S from S

and append 1 to S, and similarly if the rightmost point i

is not contained in S then remove the rightmost point in

S from S and append i to S. Those modification never

decrease cost(S), so resulting S is also a solution, and it

contains the leftmost and rightmost points in Pi.

Now we explain how to solve P (h, i; k). We have three

cases.

Case 1: (Base case) k = 2.

By the lemma above we only consider the case h = 1.

Then the solution is S = {1, i}, and its cost is cost(1, i; 2) =

d(1, i)/2.

Case 2: (Inductive case) k > 3.

We can assume we have already computed the solutions

of smaller problems P (h′, h; k−1) for h′ = k−1, k, ..., h−1.

By appending i to a solution of a smaller problem we can

construct a solution of P (h, i; k), as follows.

Note that in the solution of P (h, i; k), cost(i) is d(h, i)/2,

and cost(h), which is d(h′, i)/2 for some h′, is greater than

cost(i).

We need one more subproblem. Let P ′(h′, h; k − 1)

be the problem to find a subset S of Pi such that (1)

|S| = k − 1, (2) the rightmost two points in S is h′ and

h > h′, and (3) maximizing the cost cost′(h′, h; k − 1) de-

fined by minx∈S−{h}{cost(x)}.
Appending i to the solution S′ of problem P (h′, h; k− 1)

for some h′ is a solution S of P (h, i; k). We have two sub-

cases.

Subcase 2a: cost(h, i; k) is cost(i).

Then cost′(h′, h; k − 1) with some h′ < h is greater than

or equal to cost(i).

In the solution S cost(h) > cost(i) holds since cost(h) =

d(h′, i)/2 and cost(i) = d(h, i)/2. In this subcase the mini-

mum cost of the points in S−{h, i}, which is cost′(h′, h; k−
1), is greater than cost(i).

Thus if cost′(h′, h; k − 1) > cost(i) for some h′ ≥ k − 2

then this case occurs and cost(h, i; k) is cost(i).

Subcase 2b: cost(h, i; k) is not cost(i).

Then cost(h, i; k) is cost(x) for some x ∈ S−{h, i}, which
is smaller than cost(i). Note that since cost(h) > cost(i)

holds cost(h) is not the minimum.

Then if cost′(h′, h; k−1) < cost(i) for all h′ then this case

occurs and cost(h, i; k) is the maximum of cost′(h′, h; k−1)

for h′ = k − 2, k − 1, · · · , h− 1.

Case 3: (Inductive case) k = 3.

Similar to Case 2. However we only refer to the solution

of sub problem P ′(h′, h; 2)with h′ = 1 by Lemma 1.

Thus cost(h, i; k) is maxh′=1,2,···,h−1 min{cost′(h′, h; k−
1), d(h, i)/2}.
Note that cost(h) in a solution of P (h, i; k) is larger than

cost(h) in a solution of P (h′, h; k − 1).

Thus cost(h, i; k) = maxh′=1,2,···,h−1{min{cost′(h′, h; k−
1), d(h, i)/2}} and we can compute it in O(n) time. Since

the number of subproblems P (h, i; k) is at most kn2 the

total time to solve them is O(kn3).

Finally the cost of a solution of the given problem is

maxh=1,2,···,n−1{cost(h, n; k)} and we can compute it in

O(n) time.

The entire algorithm find-LR-dispersion(P, n, k) is

shown below.

Algorithm 1 find-LR-dispersion(P, n, k)

% Compute P (1, i; 2) (Case k = 2)

for i = 2, 3, · · · , n do

cost(1, i; 2) = d(1, i)/2

cost′(1, i; 2) = d(1, i)/2

end for

% Compute P (h, i; 3) (Case k = 3)

for i = 3, 4, · · · , n do

for h = 2, 3, · · · , i− 1 do

cost(h, i; 3) = min{cost′(1, h; 2), d(h, i)/2}
cost′(h, i; 3) = cost′(1, h; 2)

end for

end for

% Compute P (h, i; k) (Case k > 3)

for k′ = 4, 5, · · · , k do

for i = k′, k′ + 1, · · · , n do

for h = k′ − 1, k′, · · · , i− 1 do

cost(h, i; k′) = 0

cost′(h, i; k′) = 0

% Compute the maximum cost

for h′ = k′ − 2, k′ − 1, · · · , h− 1 do

if min{cost′(h′, h; k′ − 1), d(h, i)/2} > cost(h, i; k′)

then

cost(h, i; k′) = min{cost′(h′, h; k′ − 1), d(h, i)/2}
end if

if min{cost′(h′, h; k′ − 1), d(h′, i)/2} > cost′(h, i; k′)

then

cost′(h, i; k′) = min{cost′(h′, h; k′ − 1), d(h′, i)/2}
end if

end for

end for

end for

end for

% Compute the optimal cost

cost = 0

for h = k − 1, k, · · · , n− 1 do

if cost(h, n; k) > cost then

cost = cost(h, n; k)

end if

end for

Output cost

Theorem 1. One can solve the LR-dispersion problem in

O(kn3) time.
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3. Second Algorithm

In this section we give a faster algorithm to solve the LR-

dispersion problem.

In algorithm find-LR-dispersion(P, n, k) we compute

min{cost′(h′, h; k−1), d(h, i)/2} for each h′ = 1, 2, · · · , h−1

and find the minimum one.

We have the following lemma.

Lemma 2. cost′(h′, h; k− 1) is a non-decreasing function

with respect to h′.

Proof. Assume otherwise. Then for some hL, hR in P with

hL < hR, cost
′(hL, h; k − 1) > cost′(hR, h; k − 1) holds.

Note that cost′(h′, h; k − 1) is minx∈S−{h}{cost(x)}.
Let SL be the solution of P (hL, h; k − 1) and S′ be the

set of points derived from SL by removing hL then append-

ing hR. Also let hx be the left neighbour of hL in SL.

Then cost(hL) in SL is d(hx, h)/2 and cost(hR) in S′ is also

d(hx, h)/2. And cost(hx) in SL is smaller than cost(hx) in

S′. Thus cost′(hL, h; k − 1) ≤ minx∈S′−{h}{cost(x)} ≤
cost′(hR, h; k − 1) holds. A contradiction.

Thus maxh′{min{cost′(h′, h; k − 1), d(h, i)/2}} = min

{cost′(h′′, h; k − 1), d(h, i)/2} , where h′′ is the left neigh-

bour of h in P , and we can compute it in constant time.

By Lemma 2 minh′{cost′(h′, h; k′−1), d(h′, i)/2} is a non-
decreasing function with respect to h′ up to some points,

then it is a decreasing linear function with respect to h′, so

we can find the maximum one by binary search in O(logn)

time.

We have the following theorem.

Theorem 2. One can solve the LR-dispersion problem in

O(kn2 log n) time.

4. PS2-dispersion

In this section we consider one more variant of the disper-

sion problem, then design an algorithm to solve the problem.

First define another cost for a set S of points with |S| ≥ 3.

Given a subset S of P , let the cost cost(f) of a point f

in S be the sum of (1) the distance to the nearest point of

f in S and (2) the distance to the 2nd nearest point of f in

S. Intuitively this cost models competition to the nearest

two stores. Then the cost cost(S) of S is the minimum cost

among the costs of the points in S.

Given a set P of n points on the horizontal line and an

integer k we wish to find a subset S ⊂ P with |S| = k

maximizing cost(S). The problem is called PS2-dispersion

problem, here PS2 means partial sum of the two nearest

points in S. Some experimental results (for more general

problems) are known. See [9].

We consider the subproblem PS2(h, i; k) defined below.

Let Pi be the subset of the points in P locating on the left

of i ∈ P (including i). Given h ∈ Pi and an integer k ≥ 3,

we wish to find a subset S ⊂ Pi such that (1) |S| = k and

(2) the rightmost two points in S is h and i, with h < i, (3)

maximizing cost(S). We denote by cost(h, i; k) the optimal

cost of a solution of PS2(h, i; k). This is the PS2-dispersion

problem with the rightmost two points in S are designated.

Similar to Lemma 1 PS2(h, i; k) has a solution S contain-

ing the leftmost and rightmost points in Pi. Thus we can

assume 1, i ∈ S.

We have the following lemma.

Lemma 3. Let S be a solution of PS2(h, i; k), and h, i

the rightmost two points in S. Then the following (a)–(c)

holds. (a) The two nearest points of i ∈ S are located on

the left of i, (b) The two nearest points of h ∈ S are located

either on the left of h, or one on the left and one on the

right (it is i), (c) cost(h) < cost(i).

Proof. (a)(b) Immediately. (c) Let h′ be the 3rd right-

most point in S. Then cost(h) ≤ d(h′, h) + d(h, i) <

d(h′, i) + d(h, i) = cost(i).

Thus when we compute cost(h, i; k) which is the mini-

mum over cost(x) for x ∈ S, we can ignore i since cost(i) >

cost(h).

Now we explain how to solve PS2(h, i; k). We have two

cases.

Case 1: (Base case) k = 3.

If h=1 then no solution exists. Otherwise the solution is

S = {1, h, i} for some h, and its cost is cost(h) = d(1, i).

Case 2: (Inductive case) k > 3.

Now we compute the solution of PS2(h, i; k). We can

assume we have already computed the solutions of smaller

problems PS2(h′, h; k − 1) for h′ = 1, 2, ..., h − 1. By ap-

pending i to a solution of a smaller problem PS2(h′, h; k−1)

for some h′. we can construct a solution S of PS2(h, i; k),

as follows. We have four subcases.

Subcase 2a: cost(h, i; k) is cost(h′, h; k− 1) for some h′.

Subcase 2b: cost(h, i; k) is cost(h) and the two nearest

neighbors of h is located on the left of h.

Since cost(h) > cost(h′) holds where h’ is the left neigh-

bour of h this case does not occur.

Subcase 2c: cost(h, i; k) is cost(h) and the two nearest

neighbors of h is located on the left and right of h.

In this case cost(h, i; k) is cost(h) = d(h′, i).

Subcase 2d: cost(h, i; k) is cost(i).

Since cost(i) > cost(h) this case does not occur.

Thus cost(h, i; k) is maxh′=1,2,···,h−1 min{cost(h′, h; k −
1), d(h′, i)} and we can compute it in O(n) time. The num-

ber of the subproblems is at most kn2 and we can solve each

subproblem in O(n) time.

Theorem 3. One can solve the PS2-dispersion problem

in O(kn3) time.

Similar to Lemma 2 we can prove that cost(h′, h; k − 1)

is a non-decreasing function with respect to h′. Then

min{cost(h′, h; k − 1), d(h′, i)} is a non-decreasing function

with respect to h′ up to some points, then it is a decreas-

ing linear function with respect to h′, so we can find the

maximum one by binary search in O(logn) time.

We have the following thorem.

Theorem 4. One can solve the PS2-dispersion problem

in O(kn2 logn) time.
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5. PSc-dispersion

We can naturally generalize PS2 problem to PSc problem

for any integer c ≥ 3 as follows.

Given a set P of n points on the horizontal line and an

integer k, we wish to find a subset S ⊂ P with |S| = k

maximizing the cost minx∈S{ the sum of the distances to

the nearest (constant) c points in S from x }. We call the

problem PSc-dispersion problem.

Then we can design subproblem PSc(hc−1, hc−2, · · · , h1,

i; k). The number of the subproblems is at most knc and we

can solve each subproblem in O(c2n) = O(n) time. Thus

we can solve the PSc-dispersion problem in O(knc+1) time.

Theorem 5. One can solve the PSc-dispersion problem in

O(knc+1) time.

6. Conclusion

In this paper we defined the LR-dispersion problem and

gave an algorithm to solve the problem.

In this paper we gave an algorithm for the LR-dispersion

problem. The running time of the algorithm is O(kn2 logn).

Also we gave some algorithms to solve some variants of the

dispersion problem.

Can we apply the matrix search method [7] to solve those

problem?
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