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1. Introduction

Genetic algorithms (GAs)—search proce-
dures based on the mechanics of natural selec-
tion and genetics—are increasingly being ap-
plied to difficult problems, as this volume from
the 2001 Symposium on Evolutionary Compu-
tation so strongly attests. From traditional and
cutting-edge optimization in engineering and
operations research to such non-traditional ar-
eas as drug design, financial prediction, data
mining, and the composition of poetry and mu-
sic, GAs are grabbing attention and solving
problems across a broad spectrum of human
endeavor. Of course, science and technology
go through fads and fashions much like those
of apparel, food, and toys; many practition-
ers are wondering whether GAs, like so many
methods that have come and gone in the past,
will become a permanent part of the toolkit or
will fade like some computational hoola hoop
du jour.
In this short essay, I argue that the former

scenario is the more likely. That is, genetic
algorithms—all forms of genetic and evolution-
ary computation (GEC)—are here to stay and
will play an increasingly important role in help-
ing people innovate in many walks of life. This
may seem like a strong assertion, especially to
those practitioners who have had both posi-
tive and negative experiences with genetic algo-
rithms. But cutting-edge research suggests that
the techniques that are currently in widespread
use are only the tip of the iceberg. The genera-
tion of GAs that is currently in the lab promises
relief from problems of scale up that some users
have suffered in going from toy problems to the
real McCoy. Moreover, as in so many other is-
sues in the arena of applications, the primary
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determinants are often economic, not technical,
and there, too, genetic algorithms have much to
offer. In the remainder, I explore these issues by
asking and answering the following important
question: Why do real users use genetic algo-
rithms? I will frame my answer by exploring
users’ motives in five categories, and this will
establish the long-term utility of genetic and
evolutionary computation in practical applica-
tions. I conclude by suggesting that everyday
usage of these tools will usher in a golden age of
computational innovation where computers will
routinely help us search for better, more inno-
vative and creative solutions to problems across
the range of human endeavor.

2. Motives: Five Categories

What motivates a user to use genetic algo-
rithms? Certainly there are as many answers to
this question as there are GA users, but some
generalizations can be made. Here I identify
motives of five types:
( 1 ) Motives from the buzz
( 2 ) Motives from nature
( 3 ) Motives from artificial systems
( 4 ) Motives from competence
( 5 ) Motives from economics
In the remainder of this section, we consider

each of these in somewhat more detail.

3. Motives from Buzz

One of the first things that attracts new users
to GAs is what I will call the “buzz”. As I al-
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luded earlier, GAs and evolutionary computa-
tion in general are receiving media attention,
both print and electronic, and various accounts
of GA discovery and invention are reverber-
ating through popularizations of artificial life
and complex systems. These accounts are of-
ten what attract new users to the field, but man
does not solve problems by buzzwords alone. At
some point, a problem must be posed, methods
engaged, and results obtained, so motives from
the buzz-while helpful in attracting new users-
do little to retain them.

4. Motives from Nature

The buzz of excitement draws us to GAs, but
what can keep us with them? One of the fac-
tors that certainly holds our attention is the
scientific reasonableness of the endeavor. Since
Darwin, we take it for granted that natural
selection and natural genetics created life on
this planet in all its diverse and well-adapted
forms. With this understanding comes the
inkling that perhaps we might be able to use
nature’s “search algorithm of choice” and ap-
ply it to the solution of humankind’s problems.
Having this thought and making it work are

two different things; yet, the inkling is impor-
tant because it acts as something of an existence
proof to let us know that we are on the right
track even though we haven’t yet engineered the
ultimate genetic algorithm. Surely, people have
dreamt of human flight from their first observa-
tions of birds, and for many years all attempts
were doomed to failure. The knowledge that
something could fly certainly played the dual
role of (1) providing specific inspiration for the
design details of an airplane and (2) sustaining
inquiry and continued trials, especially as the
failures mounted. In the same way, researchers
and practitioners are inspired by nature’s ex-
ample and are impelled to continue even when
their efforts don’t turn out as they wish.

5. Motives from Artificial Systems

Nature as a source of ideas and an existence
proof provides inspiration and solace, largely
for the GA designer and researcher, but the
practitioner’s motives are rooted in the limita-
tions of traditional optimization and operations
research methods. On the one hand, there are
a large number of such methods available.
When you have a linear problem with linear

constraints, you can grab linear programming.
When you have a stage-decomposable problem

you can grab dynamic programming. When
you have a nonlinear problem with nonlinear
constraints, you can (sometimes) grab nonlin-
ear programming, and so on. But the fact, that
you have a list of acceptable methods for par-
ticular problem classes is itself part of the prob-
lem. Traditional methods are well tuned to a
particular problem class, but when a problem
comes along that violates the assumptions of
such methods, solution results can be particu-
larly disappointing. Wouldn’t it be nice if arti-
ficial search and optimization procedures would
work well over a broader class of problems?
Artificial genetic and evolutionary methods

are a potential answer to this yearning, because
the evolution of natural systems takes place
via mechanisms that are in many ways invari-
ant across species, and in so doing nature uses
the same or similar search procedure almost re-
gardless of environment. Many users turn to
GAs and EC for exactly this breadth of solu-
tion quality with reasonable efficiency.

6. Motives from Competence

The promise of quality and efficiency-the
promise of robustness has indeed attracted
many practitioners to GAs, but for some of
them, a funny thing happened on the way to
their applications. At first, when working with
small toy problems in their application domain,
the GA works quite well, but when they turn
to larger or harder problem instances they find
that solution times increase, solution quality
decreases, or both. The response of different
users to these problems of scale up are many.
Some fiddle around with operators or codings,
trying different possibilities, until something
works. Others abandon evolutionary compu-
tation entirely, quite frustrated with the whole
affair. Others still, simply remain puzzled, and
question why such ostensibly robust algorithms
exhibit such poor scale-up behavior.
For years these difficulties were swept un-

der the rug, but we now know that simple ge-
netic and evolutionary algorithms with fixed
crossover and mutation operators are fairly lim-
ited in what they can do. Mathematical analy-
ses have been performed to support this asser-
tion fairly convincingly, and this would seem to
be a deal breaker if it weren’t for companion re-
sults that show that adaptive and self-adaptive
operators can overcome these difficulties quite
effectively. These results have not been well in-
tegrated into practice, but as more and more
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practitioners become aware of them, the frus-
tration with the problems of scale up will be-
come decidedly less. Moreover, as these new
operators take their place in everyday GA prac-
tice, users will be surprised to find that hard
problems can be solved reliably and accurately
in times that may grow no more quickly than
a quadratic function of the number of decision
variables.

7. Motives from Economics

The foregoing discussion has given a number
of fairly high falutin reasons why users are mo-
tivated to use genetic algorithms, but for many
practitioners the bottom line is often the bot-
tom line. That is, practitioners are often inter-
ested in receiving economic benefits from the
performance of a genetic optimization. In many
cases, the economic prime movers are fairly di-
rect. Using a genetic algorithm enables a prac-
titioner to optimize or improve a system that
is otherwise not amenable to algorithmic im-
provement, thereby resulting in a direct eco-
nomic benefit from the use of the GA. In other
circumstances, the economic benefits are some-
what less direct, but they may be critical to the
choice of a GA nonetheless. We examine three
such circumstances briefly:
( 1 ) Economics of investment in method
( 2 ) Economics of model investment
( 3 ) Economics of GA speedup
One economic reason that users turn to GAs

has to do with their investment in optimization
methods. If one has limited resources and is
concerned with computing improved solutions
to problems with either (1) a broadly compe-
tent method such as a GA, or (2) a panoply
of disparate techniques from OR or traditional
optimization, the investment necessary to learn
and use a single broad method should be lower
than that associated with a collection of tech-
niques. In the case of a collection of techniques,
not only must many different methods be mas-
tered, but the user must also learn when to
choose which technique. These costs can add
up, and other things being equal, the user may
prefer to trade off the use of a perfectly tuned
solver for one that does an adequate job without
additional investment in knowledge of method.
Method investment costs can be significant,

but for many users the lion’s share of invest-
ment is tied up in modeling or simulation. Most
complex optimization involves a fairly sophis-
ticated objective function that may itself rely

on finite-element models, approximations to the
solutions of nonlinear equations, discrete-event
simulations, or the like. Prior to using such
models for optimization or design, users expend
considerable time and effort inputing data, run-
ning test cases, tuning the model to agree with
the real world, and then using the models for
analysis. After such a large investment in mod-
eling, no user likes to be told that in order to
perform an optimization that the model must
be shoehorned into a form preferred by a par-
ticular optimization method, but many opti-
mization methods require exactly this kind of
model transformation. Genetic algorithms, on
the other hand, take their function evaluations
as they come, thereby respecting the signifi-
cant investment that users may have in anal-
ysis code, using that code without substantial
modification or transformation.
This laissez faire attitude toward function

evaluations comes at a cost, however. Because
GAs make relatively few assumptions about the
solution space, and because the interface be-
tween GA and evalution involves only the pass-
ing of function evaluation values (no deriva-
tives or higher order information), a GA so-
lution may require hundreds or thousands of
function evaluations. As was suggested ear-
lier, this number can be reduced through the
use of competent GAs to times that may be
as good as subquadratic, but nonetheless, in
large problems, fairly large numbers of func-
tion evaluations will be necessary. By itself, this
would be cause for some concern if there weren’t
corresponding ways to ways to speed up the
GA itself through improved utilization of vari-
ous resources, including (1) space, (2) time, (3)
evaluation resources, and (4) problem specific
information. These resources correspond to
economies brought about through paralleliza-
tion, effective continuation, function sampling
and relaxation, and hybridization. Advances
are begin made rapidly along all these fronts,
and practitioners should soon expect to see
practical means of speeding their solutions day
in and day out.

8. Toward a Golden Age of Computa-
tional Innovation

Much has been made in recent times of the
great strides in ubiquitous networking and the
proliferation of inexpensive, powerful comput-
ers. Some go so far as to say that the industrial
revolution wrought by steam power and its suc-
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cessors is now being overtaken by an informa-
tion revolution with equally far-reaching conse-
quences. It is hard to argue that the changes
have not been dramatic, and indeed these ad-
vances have combined to reshape modern life.
But it seems to me that the changes of net-
working are less changes in kind then they are
changes in degree. Although going from tele-
graph to telephone to telefax to digital telecom-
munications represents a dramatic upgrade in
speed, economy, and bandwidth delivered, it is
nothing like the transformation that occurred
in going from mail service to telegraph.
The “real” information revolution awaits ef-

fective computational aid for the heavy lift-
ing of thought. Although computers now keep
our books and crunch our numbers, they have
not been particularly helpful in assisting our
innovation and invention. This is about to
change. The techniques of competent genetic
algorithms—GAs that solve hard problems,
quickly, reliably, and accurately—and their im-
mediate logical extension argue for the coming
of a golden age of computational innovation.
In this rapidly approaching time, competent
GAs and their derivatives will be used across
the spectrum of human endeavor to improve all
kinds of products, systems, and processes.
Already many researchers and practitioners

find first-generation GAs and GEC useful in all
walks of life. From engineering and the sci-
ences to commerce to the humanities and the
arts, I believe it is accurate to say that GAs
are being applied more broadly and interest-
ingly than any previous computational tool in
history. Given the metaphor of evolution and
genetics, perhaps we should not be surprised by
this breadth, but the interesting observation is
this. Widespread application of GAs has taken
place despite the fact that the tools in use (first-
generation GAs) are prohibitively limited in the
difficulty of problems they can solve. Imag-
ine what will happen when everyday practice
adopts competent techniques. No longer will
practitioners have to fiddle with codes and op-
erators trying to get a GA that works well. Very
rarely will a GA work sometimes and not oth-
ers. Instead, in the near future, problems will
be set up and solved, day in and day out, as a
simple, unremarkable, routine matter.
And in this prospect, I believe lies the real

analogy to the industrial revolution. Just as
steam power initiated the release of humankind
from routine physical labor, so too will com-

petent computational innovation release hu-
mankind from routine tasks of innovation. This
is an exciting prospect, because the example
of the industrial revolution suggests that hu-
man beings will not be put out of business—
as was feared during the industrial revolution.
Instead the historical record is clear. The in-
dustrial revolution granted our species vast me-
chanical leverage to extend our reach beyond
anything that might have been imaginable un-
der human physical labor alone. Likewise, the
coming golden age of computational innovation
will release us to think at higher levels of ab-
straction, to assemble the combined innovative
power of machine and man, to ultimately give
us a kind of intellectual leverage of previously
unimagined dimensions. This is the promise of
competent computational innovation.
There will come a time, perhaps, when we

take the power of computational innovation for
granted, as we now take mechanical-electrical
machines for granted. In the meanwhile, those
who seize this special moment to learn about
competent genetic algorithms and innovating
machines-their principles of operation, their
mathematical laws of behavior, and the art of
their application across the range of human
endeavor-will have an advantage over those who
don’t.

9. Conclusions

This essay started by trying to understand
whether GAs are some passing fad or fancy,
or whether they will become a permanent part
of the problem-solving toolkit? To try to an-
swer this, five facets or dimensions of user mo-
tivation have been examined, including motives
from the buzz, from nature, from artificial sys-
tems, from competence, and from economics,
and surely the real user is motivated by some
combination of these factors and perhaps many
others. Initially users are drawn to GAs by
some combination of the first three of these
reasons, but they stay for hard-headed reasons
of competence, economics, or both. The essay
has suggested that many of the first-generation
evolutionary and genetic algorithms currently
in use are incapable of solving hard problems,
quickly, reliably, and accurately; in short, they
don’t scale up. This would be bad news if it
weren’t for cutting-edge research in the labo-
ratory that shows us how to design GAs that
overcome these difficulties.
Beyond the design of such competent genetic
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algorithms, users come and stay with GAs for
a variety of good economic reasons. Certainly
GAs can help directly impact the economics
of design by giving us better or more cost-
effective designs as the output of the optimiza-
tion process. Beyond such direct impacts, users
come and stay with GAs because they can re-
duce investment costs in methods development,
because they can fully utilize existing invest-
ment in modeling and simulation, and because
they can be extended to provide quality solu-
tions more efficiently through parallelization,
time utilization, relaxed function evalution, and
hybridization. Together, these factors suggest
that GAs will become—are becoming—a per-
manent part of the designer’s took kit.
As this transformation takes place naturally,

application by application, we shall soon find
ourselves in the midst of what the essay has
called a golden age of computational innova-
tion. Just as mechanical and electromechanical
machines have reduced the arduousness of phys-
ical labor, so, too, will competent genetic algo-
rithms and their successors ease the arduous-
ness of routine innovation and invention. Just
as the industrial revolution permitted us a kind
of physical leverage on our efforts, so, too, will
the golden age of computational innovation give
our species a kind of intellectual leverage that
will multiply the consequences of our thoughts.
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