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Cache-Conscious Field Layouts
for Shared-Memory Parallel Processors

MASAKI MAEDA,T ToMIO KAMADAT and KAZUO TAKItH

To gain scalable speed-up of parallel programs for shared-memory parallel processors, the
programmer is often forced to do cache-conscious allocation of memory objects to avoid cache
coherency contention. This is because when one processor repeatedly updates a variables
on a cache line that other multiple processors use for reading another variable, the readling
processors suffers for heavy memory overhead caused by frequent invalidations of that cache
line. This presentation proposes two cache-conscious field layout methods for shared-memory
parallel computers. These two methods utilize read/write access information of each field of
an object, and separately allocate fields with frequent write operations from fields that are
frequently read but not written. The first method is fixed splitting that prepares specific field
layout for each class. On the other hand, reconfigurable splitting method prepares multiple
layouts for one class. Each layout is specialized for a calculation phase of an object, and
the object changes its field layout during computation. We evaluate the performance of our
layout methods through applications
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