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P2P-based Middleware Enabling Transfer and Aggregation
of Computational Resources

KAzuyUuki SHUDO,t JOJI ONISHI, YOSHIO TANAKA't
and SATOSHI SEKIGUCHIt

This presentation describes the design and implementation of P2P-based middleware for
transfer and aggregation of computational resources. We adopted a P2P communication soft-
ware, JXTA, as the communication library in order to allow application programmers to write
programs in any model of parallel programming. P2P communication presents an overlay net-
work where any computer can communicate with each other directly. In this presentation,
we proposes an application method of useful concepts that JXTA provides to goals of our
middleware. The applied concepts are “peer groups” and “discovery”, and our initial goals
include transfer of resources and distributed high-throughput computation by aggregating
those resources. On the other hand, it is natural to be inferred that such a P2P commu-
nication software imposes certain amount of overhead on our middleware in communication
performance. Then we measured communication performance of parallel programming library
our middleware provides and throughput of an application program in different conditions.
The results of these experiments outlined conformity of the implemented middleware with
high-throughput computation and desirable conditions of applications for improvement in
performance. The current implementation of this framework can fully utilize a bandwidth of
100 x 108 bps and shows a speed-up ratio of over 20 times with 32 computers even in case
that the granularity of subproblems is adequately fine as less than a second.
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