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Techniques for Analysis and Parallelization of Program
by Use of 3-D Representation Space

TAKEFUMI MIYOSHI' and NOBUHIKO SUGINOY

A novel automatic parallelizing method for multiple processing units based on unified rep-
resentation scheme is proposed. It is common to implement them in parallel computation
manner by use of multiple processing units or multiple computational nodes for computa-
tionally intensive applications. For highly efficient computation on multiple processing units,
software designers redesign algorithm from the original algorithm designed for single process-
ing unit, and this causes heavy programming load. Therefore, a compiler with automatic
parallelization has been strongly desired. The conventional methods analyze and parallelize
a given program in basic blocks. In order to achieve more efficient computation, global anal-
ysis of static and dynamic elements of a given program, and inter-block parallelization are
necessary. In this presentation a technique of analyzing and paralleling of programs by use
of three dimensional representation space and scheme. Firstly, a given program is uniquely
mapped onto three dimensional representation space, which consists on time, computational
resource and mode axes, where mode denotes alternative execution associated with conditional
branches. By use of this representation, a give program can be analyzed in terms of various
measures. Furthermore, various optimization techniques are represented by operations to the
representation. In this presentation, single computational node is assumed, and optimization
techniques is presented. Automatic parallelization methods for multiple computational nodes
follows, where overhead in inter-node communication is accurately estimated.
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